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1. Introduction

Data collection for AIML was discussed in RAN2-121 [1] and an initial data collection framework comparison table was agreed in [2]. In RAN2-121bis-e [3], RAN2-122 [4], and RAN2-123 [5], the topic was discussed further, and several agreements were made (see Annex2). An email discussion was also carried out on the topic after RAN2-123, with some initial proposal by the rapporteur for agreement [6].

In this contribution, we provide further input regarding data collection for AI/ML and a TP for TR 38.843 is provided in Annex1.
2. Discussion

RAN2 has identified six different frameworks that can be used for data collection, namely: Logged MDT, Immediate MDT, L3 measurements, L1 measurement (CSI reporting), UE Assistance Information (UAI), IDLE/INACTIVE Early measurements and LPP. As captured in the summary table in [2], the different data collection frameworks have different purposes, capabilities, and limitations.

Let’s discuss the UE Assistance information (UAI) first as we think that it is quite different from the other mechanisms discussed above as it is not a reporting or a data collection mechanism as such but rather a mechanism to communicate UE preferences and conditions. Thus, it will be natural to extend the UAI to facilitate/optimize AI/ML related data collection based on UE conditions and preferences. 

There are different types of UEs with different capabilities supporting different levels of AI/ML features and functionalities. The resources (both radio and computation) needed for AI/ML operation such as data collection may also be time varying and dependent on other traffic/operations active at the UE at any given time. As such, ways for the UE to dynamically report its status for computation resources that it can allocate to AI/ML operations could be useful for AI/ML operations. In the context of UE side model training, UAI could be used to request additional information such as measurement configuration, additional reference signals, etc.
Observation 1: UAI is used to indicate UE preferences and conditions and is not suitable for reporting measurements/data. 

Observation 2: AI/ML related operations at the UE, such as data collection for offline training at the UE or network, are conditional on the capabilities and computational resources available at the UE, as well as available resources/configurations at the network. 
Proposal 1: The UAI framework could be used to enable the UE to communicate AI/ML related UE conditions and preferences related to data collection (e.g., available computational/memory resources for data collection, configuration for measurements/signalling, etc.). 

In the email discussion regarding data collection, baseline principles were discussed for data collection [6]. Though different questions were put forward (e.g., OAM vs gNB centric data collection, training of NW side models vs UE side models, etc.,) our understanding is that the following principles apply for data collection for AI/ML, regardless of the use case and LCM purpose:
a) The data collection framework should allow the UE to store sets of measurements and then report them.

b) The data collection framework should allow the UE to report the measurements periodically, as configured by the network.

c) The data collection framework should allow the UE to report the measurements upon the fulfilment of certain events, as configured by the network.

d) The network can explicitly request the UE to report the measurement in an ad-hoc manner.

Proposal 2:  A data collection framework for AI/ML should support the following:

a) the UE can store sets of measurements and then report them.

b) the UE can report the measurements periodically, as configured by the network.

c) the UE can report the measurements upon the fulfilment of certain events, as configured by the network.

d) the UE can report the measurements upon explicit request from the network.

Logged MDT fulfils a) and d), while immediate MDT and L3/RRM measurements fulfil b) and c). Early measurements in IDLE/INACTIVE fulfil only d) and may be interesting only for the positioning use case as that is the only case where IDLE/INACTIVE measurements are relevant (e.g., as DL PRS measurement and UE positing are supported in INACTIVE state). However, the IDLE/INACTIVE early measurements are designed for faster CA/DC setup upon connection establishment or resumption and have no relation to positioning. For INACTIVE positioning, our understanding is that the LPP mechanisms can be employed for the reporting of the measured DL PRSs (e.g., in a periodic fashion via SDT).
Thus, none of the identified frameworks support the identified aspects in proposal #2 without enhancements. In the email discussion, there was also no consensus regarding which of the frameworks should be considered or prioritized. On top of that, the LPP framework was not discussed at all. Considering the limited time left for the SI, it is unlikely that an agreement would be reached regarding which framework should be prioritized/considered in the WI phase. Thus, we propose to agree on the principles listed above and postpone to the normative phase the final discussion on which data collection framework(s) will be used and enhanced.
Observation 3: The IDLE/INACTIVE early measurement is designed for fast CA/DC setup upon connection establishment/resumption and not suitable for positioning related data collection. 

Observation 4: None of the frameworks identified by RAN2 provides all the needed support for data collection for AI/ML without further enhancement. 
Based on the above observations regarding UAI and early measurements, and that no down selection can be made now among the other frameworks as each has some shortcomings, we propose the following:
Proposal 3:  For the signalling/reporting of measurements for data collection, the following frameworks are considered:

· Logged MDT

· Immediate MDT

· L3 measurements

· L1 measurements (CSI reporting)

· LPP
Proposal 4:  The selection among the frameworks listed in proposal #3 and the specific enhancements needed for the selected framework(s) to provide all the needed support listed in proposal #2 will be discussed in the normative phase. 

In RAN2-121bis, it was agreed to modify the previously endorsed table in [2] by adding 3 additional columns: inference; monitoring and (offline) training [3]. An LS to RAN1 was sent that contained two parts, a first part listing the RAN2 assumptions on data collection and asking a confirmation from RAN1, and a second part requesting the requirements (e.g., data size, latency, etc.,) for the different use cases and for each LCM purpose (data collection, inference, performance monitoring) [7]. 
In [8], RAN1 has responded to the first part confirming the following assumptions that were made by RAN2:

	Assumption 2:

For the latency requirement of data collection, RAN2 assumes:

· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 

· For model inference, when required data comes from other entities, there is a latency requirement for data collection

· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.


RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 3:

RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.

For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
Regarding the requirements requested in part 2 of the LS sent by RAN2, RAN1 is yet to respond [8].

Regarding Part B: Aspects of data collection that require RAN1 feedback/inputs, RAN1 is yet to discuss the Part B and will reply later.

Observation 5: RAN1 has confirmed some of the assumptions made by RAN2 regarding data collection for AI/ML but is yet to respond regarding the data collection requirements for the different use cases and LCM purposes. 
While waiting for the response from RAN1 for that, RAN2 can still move forward by endorsing the data collection summary table proposed in [2] (excluding the UAI and early measurement rows, for the reasons discussed above) in the TR and the entries corresponding to the LCM purposes can be updated once the input from RAN1 is received. 

Observation 6: The data collection framework summary table agreed in R2-2302286 can be captured in the TR (excluding the UAI and early measurements) and the entries corresponding to the LCM purposes can be updated when the input from RAN1 is received regarding data collection requirements. 
A text proposal that captures the observations and proposals above is given in Annex 1. 

Proposal 5:  RAN2 to endorse the TP to TR 38.843 on data collection provided in Annex1.
4. Conclusion

In this contribution, the issues of data collection enhancements for AI/ML were discussed, and the following observations and proposals were made:

Observation 1: UAI is used to indicate UE preferences and conditions and is not suitable for reporting measurements/data.. 

Observation 2: AI/ML related operations at the UE, such as data collection for offline training at the UE or network, are conditional on the capabilities and computational resources available at the UE, as well as available resources/configurations at the network. 

Observation 3: The IDLE/INACTIVE early measurement is designed for fast CA/DC setup upon connection establishment/resumption and not suitable for positioning related data collection. 

Observation 4: None of the frameworks identified by RAN2 provides all the needed support for data collection for AI/ML without further enhancement. 
Observation 5: RAN1 has confirmed some of the assumptions made by RAN2 regarding data collection for AI/ML but is yet to respond regarding the data collection requirements for the different use cases and LCM purposes. 
Observation 6: The data collection framework summary table agreed in R2-2302286 can be captured in the TR (excluding the UAI and early measurements) and the entries corresponding to the LCM purposes can be updated when the input from RAN1 is received regarding data collection requirements. 
Proposal 1: The UAI framework could be used to enable the UE to communicate AI/ML related UE conditions and preferences related to data collection (e.g., available computational/memory resources for data collection, configuration for measurements/signalling, etc.). 

Proposal 2:  A data collection framework for AI/ML should support the following:

a) the UE can store sets of measurements and then report them.

b) the UE can report the measurements periodically, as configured by the network.

c) the UE can report the measurements upon the fulfilment of certain events, as configured by the network.

d) the UE can report the measurements upon explicit request from the network.

Proposal 3:  For the signalling/reporting of measurements for data collection, the following frameworks are considered:

· Logged MDT

· Immediate MDT

· L3 measurements

· L1 measurements (CSI reporting)

· LPP
Proposal 4:  The selection among the frameworks listed in proposal #3 and the specific enhancements needed for the selected framework(s) to provide all the needed support listed in proposal #2 will be discussed in the normative phase. 

Proposal 5:  RAN2 to endorse the TP to TR 38.843 on data collection provided in Annex1.
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6. Annex1: TP to TR 38.843 on data collection

------------------------------------------------------------------Start of change -------------------------------------------------------------------------
4.2
AI/ML model life cycle management

***********************************************Skipped text***************************************************************************
Data collection:

Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

At least the following aspects, if applicable, are considered along with the corresponding specification impact:

· Measurement configuration and reporting

· Contents, type and format of data including:

· Data related to model input

· Data related to ground truth 

· Quality of the data

· Other information

· Signalling of assistance information for categorizing the data

· Note: The study should consider the feasibility of disclosure of proprietary information

· Signalling for data collection procedure

· Note 1: Use-case specific details can be studied in respective agenda items

· Note 2: Signalling mechanism details can be studied by appropriate working groups

A data collection framework for the offline training of an AI/ML model should allow the following:

a)
the UE to store sets of measurements and then report them.

b)
the UE to report the measurements periodically, as configured by the network.

c)
the UE to report the measurements upon the fulfilment of certain events, as configured by the network.

d)
the network to explicitly request the UE to report the measurement in an ad-hoc manner.

The UE can provide assistance information to the network regarding conditions and preferences related to data collection (e.g., available computational/memory resources for data collection, configuration for measurements/signalling, etc.). For this purpose, enhancements to the UE Assistance Information (UAI) can be considered. 
For the signalling/reporting of measurements for data collection, the following frameworks are considered:

· Logged MDT
· Immediate MDT

· L3 measurements

· L1 measurements (CSI reporting)

· LPP
Table 4.2-1 provides a summary of the of the data collection frameworks for AI/ML..
Table 4.2-1: Summary of data collection frameworks for AI/ML
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy
	(Offline) training
	Inference
	Monitoring

	Logged MDT
	TCE/OAM

(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,

timing info
	1) Procedure latency***:

· Latency to enter CONNECTED state

· Latency to receive gNB request signaling (~20ms)

2) Air interface signaling latency****: 

· ~20ms (RRC)

3) Other latency:

Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,

Privacy via user consent 
	
	
	

	Immediate MDT
	TCE/OAM

(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1) Procedure latency:

· Report interval: 

· l20ms~30min for periodic report

· TTT for event triggered report

2) Air interface signaling latency:

· ~20ms (RRC)

3) Other latency:

Forwarding latency between gNB and TCE   
	Event triggered report,

Periodic reporting
	AS security via RRC message,

Privacy via user consent
	
	
	

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:

· Report interval: 

· l20ms~30min for periodic report

· TTT for event triggered report

2) Air interface signaling latency:

20ms (RRC)
	Event triggered report,

Periodic reporting
	AS security via RRC message.


	
	
	

	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:

· Report interval: 

· 4-320 slot for periodic report and semi-persistent report 

· 0-32 slot after reception of DCI for aperiodic report 

2) Air interface signaling latency:

1 TTI (PUCCH) 
	Aperiodic report,

Semi-persistent report,

Periodic report
	No AS security


	
	
	

	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1) Procedure latency:

· Latency to get upper layer trigger (for UE triggered)

· Or latency to receive NW request message (~20ms)

2) Air interface signaling latency: 

· ~20ms (RRC)

3) Other latency:

Forwarding latency between gNB and LMF
	UE-triggered,

NW-triggered
	AS security via RRC message


	
	
	


------------------------------------------------------------------End -------------------------------------------------------------------------------------

7. Annex2: RAN2 agreements on data collection
RAN2-121bis:

· P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 

· P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 

· P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.

· P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 

- Model sidedness (UE side, NW side, two sided) FFS 

- Use case mapping FFS

· P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.

RAN2-122:

· RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):

- For model inference of UE-sided model, input data for model inference is available inside the UE.

- For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

· P2a: LS to ask RAN1 to provide the required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
· P2b: LS to ask RAN1 about the reporting type (e.g., periodic, event triggered, other) of the identified data content. 

· P3: LS to ask RAN1 about the typical size (value or value range) of the identified data content. 

· P4a: For the latency requirement of data collection, RAN2 assumes:

- for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 

- for model inference, when required data comes from other entities, there is a latency requirement for data collection

- for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.

· P4b: LS to RAN1 to confirm the WA (in P4a) on the latency requirement, and ask RAN1 about the typical latency requirement (value or value range) to transfer the identified data content. 

· P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
· P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection. 

· P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:

For CSI enhancement and beam management use cases:

- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.

- For NW-sided model inference, input data can be generated by UE and terminated at gNB.

- For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.

- For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.

For positioning enhancement use case:

- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.

- For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.

- For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.

- For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.

· P5b: LS to RAN1 to confirm the WA (in P5a) on the generation entity and termination entity of the identified data content and ask for supplement, if any.

RAN2-123:

The proposals below are almost agreeable. It is a narrowing proposal (more specific than the physical entity mapping agreed) and is a reasonable baseline for further work:

Proposal 1
For training of NW-side models, RAN2 prioritizes discussion on the suitability of data collection frameworks for gNB-centric data collection.

Proposal 2
For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to transfer data and initiates/terminates a data transferring session.

Proposal 3
For training of NW-side models, RAN2 evaluates the suitability of data collection frameworks for OAM-centric data collection

Proposal 4
For training of NW-side models, the OAM-centric data collection implies that the OAM initiates and terminates the data collection from the UE.

Proposal 5
If feasibility of OAM-centric data collection for NW-side models is assessed by RAN1, RAN2 considers enhancements to logged MDT, such as logging measurements in RRC Connected mode.

Proposal 6
For gNB-centric data collection for NW-side model, RAN2 to study a L3 data collection framework that allows the UE to measure and store a set of measurements (details up to RAN1) to be reported to the gNB upon request.

Proposal 7
For NW-side performance monitoring, RAN2 waits for RAN1 input on the need to enhance the L1 reporting configuration or the L3 RRC measurement configuration and reporting.

FFS Proposal 8
For UE-side model training, RAN2 considers (subject to RAN1 progress), the UE Assistance Information framework as a tool for the UE to request aid from the network in training at the UE.

Proposal 9
For UE-side performance monitoring at NW side, RAN2 to focus on impacts in layer-2, or layer-3 (possibly including some layer-1 related measurements) for reporting of the outcome of performance monitoring (e.g. performance monitoring results, (non)applicability of AIML functionality). Layer-1 details are left to RAN1.

FFS Proposal 10
The need of any enhancements to non-RAN data collection frameworks for UE-side models should be studied in SA WGs.

Proposal 11
For CSI/beam management use cases, RAN2 to agree to Table 1 in Annex A which maps LCM functions to the various existing data collection frameworks considering; the sidedness of the model, and the entity terminating/initiating the data collection.
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