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One of the objectives for QoE enhancements is to specify a support for QoE measurements in RRC_IDLE and RRC_INACTIVE states for MBS Broadcast services. Based on RAN2 and RAN3 progress made in previous meetings, in the subsequent sections, we provide our views on the issues related to QoE collection for MBS that remain to be solved which include:
· whether MBS is treated as a QoE service type or not
· whether the QoE configuration details are stored at the UE or at the network when the UE moves to RRC_IDLE
· QoE reports buffer management while the UE is in RRC_IDLE/INACTIVE

Area scope handling for MBS QoE is handled in our companion paper in [1].
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In the reply LS from SA4 to RAN3 in [2], SA4 recommends to consider MBS as a communication service which can be used to deliver the application services, e.g. DASH streaming, VR streaming. The final decision will have to be made by RAN3, but we believe there is no reason for RAN3 to deviate from SA4 recommendation.
Observation 1: SA4 recommends to consider MBS as a communication service which can be used to deliver the application services, e.g. DASH streaming, VR streaming.
From RAN2 point of view this decision has an impact on UE capabilities design in particular, as well as on some descriptions in various specifications, e.g. stage-2. RAN2 should refrain from referring to “MBS services” when speaking of QoE, but rather refer to QoE configurations/measurements applicable to RRC_IDLE/INACTIVE state.
Proposal 1: RAN2 should refrain from referring to “MBS services” when speaking of QoE in RAN2 specifications. Instead RAN2 should refer to QoE configurations/measurements “applicable to RRC_IDLE/INACTIVE states”.
Storing of QoE configuration parameters
Another important issue which is pending a final decision in RAN3, is whether the QoE configuration details are stored at the UE or in the CN when the UE is moved to RRC_IDLE state. RAN3 sent an LS in [3] to RAN2 and SA2 on this topic where RAN2 is requested the following: 
“RAN3 respectfully asks RAN2 to inform RAN3 whether there are any technical issues with storing and retrieval of the above listed QoE measurement configuration information at UE, and to discuss how to ensure that the gNB serving the UE upon transition from the RRC_IDLE to the RRC_CONNECTED state, is aware of whether there are ongoing QoE measurements for MBS.”
The following information is supposed to be stored at the UE, as per RAN3 agreements:
· QoE reference.
· The IP address or ID of the Measurement Collection Entity.
· The measConfigAppLayerID.
· Service type.
· QoE measurement type (s-based or m-based measurement) for MBS broadcast service.
· (Working Assumption): available RAN visible QoE metrics.
· Additional information to be stored is FFS.
Additionally, the gNB needs to be aware of the status of the QoE measurement session when the UE moves from RRC_IDLE to RRC_CONNECTED state. The last requirement seems quite straightforward and we propose to agree that the QoE measurement status is provided from the UE to the gNB when the UE moves to RRC_CONNECTED. Even though RAN3 only mentioned transition from RRC_IDLE, we believe the same is applicable to RRC INACTIVE state. This is only applicable to measurement status information as all other information can be kept in the UE context stored at the gNB while the UE remains in RRC INACTIVE.
Proposal 2: For QoE configurations applicable to RRC_IDLE/INACTIVE state, the UE informs the gNB that the QoE measurement session is ongoing when the UE moves from RRC_IDLE/INACTIVE to RRC_CONNECTED.
When it comes to whether the remaining information mentioned by RAN3 can be stored at the UE and sent to the gNB upon transition from RRC_IDLE to RRC_CONNECTED, we should firstly have a look at the size of this information, as analysed in the table below.
	Information
	Description
	Size

	QoE reference
	As per TS 28.405 [4]:
“The QoE reference shall be globally unique therefore it is composed as follows:
MCC+MNC+QMC ID, where the MCC and MNC are coming with the QMC  activation request from the management system to identify one PLMN containing the management system, and QMC ID is a 3 byte Octet String.”
Therefore, the QoE reference consists of PLMN ID and 3-byte QMC ID. PLMN ID is expressed in TS 38.331 as follows:
PLMN-Identity information element
-- ASN1START
-- TAG-PLMN-IDENTITY-START

PLMN-Identity ::=                   SEQUENCE {
    mcc                                                 OPTIONAL,                   -- Cond MCC
    mnc                                 MNC
}

MCC ::=                             SEQUENCE (SIZE (3)) OF MCC-MNC-Digit

MNC ::=                             SEQUENCE (SIZE (2..3)) OF MCC-MNC-Digit

MCC-MNC-Digit ::=                   INTEGER (0..9)

-- TAG-PLMN-IDENTITY-STOP
-- ASN1STOP

	PLMN ID: 5 or 6 MCC/MNC digits, each requiring 4 bits to encode = 20-24 bits
QMC ID: 3 bytes = 24 bits

Size: 44-48 bits

	IP address or ID of the Measurement Collection Entity
	Depending on the IP version used, the size of the IP address can be:
· IPv4 address: 32 bits
· IPv6 address: 128 bits
MCE ID is not defined currently, but we can use TCE ID as an estimation. TCE ID is defined as follows in UEInfromationResponse message:
tce-Id-r16                           OCTET STRING (SIZE (1)),
	Size:
· IPv4: 32 bits
· IPv6: 128 bits
· MCE ID: 8 bits

	measConfigAppLayerID
	This IE is specified as follows in RRC:
MeasConfigAppLayerId information element
-- ASN1START
-- TAG-MEASCONFIGAPPLAYERID-START

MeasConfigAppLayerId-r17 ::= INTEGER (0..maxNrofAppLayerMeas-1-r17)

-- TAG-MEASCONFIGAPPLAYERID-STOP
-- ASN1STOP

maxNrofAppLayerMeas-1-r17               INTEGER ::= 15      -- Max number of simultaneous application layer measurements minus 1

	Size: 4 bits

	Service type
	Service type is specified as follows in RRC:
serviceType-r17                      ENUMERATED {streaming, mtsi, vr, spare5, spare4, spare3, spare2, spare1}   OPTIONAL, -- Need M
	Size: 3 bits

	QoE measurement type (s-based or m-based measurement)
	The measurement type can be either s-based or m-based.
	Size: 1 bit

	Available RAN visible QoE metrics.
	There are currently two RAN visible QoE metrics available, i.e. buffer level and playout delay for media startup. Therefore a bitmap of 2 bits can be used to indicate whether each of these is available
	Size: 2 bits

	Area scope (not agreed by RAN3 so far)
	Even though it was not agreed yet by RAN3 that area scope information should be included in the information to be stored at the UE, as discussed in [1], according to RAN3 area scope checking needs to be performed by the gNB in RRC_CONNECTED state. To make it possible, it is likely this information will have to be provided to the new gNB as well. Therefore, it is worthwhile including it in the analysis. The are scope can be based either on cell list, TA list or PLMN list. Obviously, the cell list based option will have the most potential overhead, hence it is the one we take for the analysis. According to TS 38.413 [5], QMC area scope can comprise maximum of 32 NCGIs, which consists of PLMN ID (24 bits) and cell ID (36 bits).
	Maximum size: 32x60 bits = 1920 bits



The calculations presented above are further summarized in the table below for different scenarios:
	MCE identification option
	Size per QoE configuration [bits]
	Size for 16 QoE configurations [bits]

	
	Without area scope
	With area scope (32 NCGIs)
	Without area scope
	With area scope (32 NCGIs)

	IPv4
	90
	2010
	1440
	32160

	IPv6
	186
	2106
	2976
	32696

	MCE ID
	66
	1986
	1056
	31776



As can be seen in the table above in the worst-case scenario (16 QoE configurations, IPv6 used as a MCE identification, area scope expressed with 32 NCGIs for each QoE configuration), the size of the QoE data that has to be stored at the UE and provided to the gNB has a size of 32696 bits, i.e. ~4 kBytes.
Observation 2: In the worst-case scenario (16 QoE configurations, IPv6 used as a MCE identification, area scope expressed with 32 NCGIs for each QoE configuration), the size of the QoE data that has to be stored at the UE and provided to the gNB has a size of 32696 bits, i.e. ~4 kBytes.
Such value may be deemed relatively big, but it should be noted that such worst-case scenario will almost certainly never happen in real life. We believe in normal situations the UE will only be configured with two QoE configurations in RRC IDLE/INACTIVE, e.g. one for streaming and one for VR. Even if the UE would eb configured with more, the area scope is more likely to be expressed with PLMN or TA IDs, not with many individual cell IDs. Therefore, we believe there is minimal impact on UE memory and this data can be easily provided from the UE to the gNB, e.g. in msg5. It should be noted that the information has to be provided to the new gNB only once. Afterwards, the reports can be identified with measConfigAppLayerID, as in Rel-17.
Observation 3: The impact of storing QoE information at the UE on UE memory and signalling overhead on Uu interface is very small.
We then propose to agree the following for the reply LS to RAN3:
Proposal 3: RAN2 should reply to RAN3 that no technical issues were identified with storing and retrieval of the QoE measurement configuration information at/from the UE. Clarify that RAN2 considered information listed in RAN3 LS as well as the fact that the UE may additionally need to store and provide the area scope information.
Buffering of QoE reports
In the previous meeting, RAN2 agreed the following:
“RAN2 thinks that assistance information for the UE to decide which reports to discard in case the UE’s QoE buffer becomes full could be useful at least for UEs in IDLE/INACTIVE to allow network to prioritize some reports over others. Send LS to RAN3 to ask whether and what information can be provided to the UE for this.”
An LS was sent to RAN3 in [6] to ask whether there is some information at the gNB which the gNB can configure  the UE for the purpose of prioritizing some QoE reports over others. We believe we need to wait for the reply from RAN3 on this aspect, but would like to point out that the related LS was also sent by SA5 in [7], where SA5 indicates the following:
“SA5 think it is possible to introduce a priority per QoE configuration for one certain service type or QoE reference in case of the QoE reporting to an NG-RAN node that is in overload.”
We think this is exactly the kind of information that RAN2 could take advantage of and we observe the following.
Observation 4: SA5 indicated that it is possible to introduce QoE priority information to be used by NG-RAN node which is in overload. From RAN2 point of view, this is the information that could be also provided to the UE for the full buffer management purpose.
However, since the SA5 LS was sent to RAN3 (RAN2 was only in cc) and RAN3 is already aware of RAN2 preference to have such information provided to the UE, we think RAN3 will consider this already and there is no need to further LS on this.
Conclusion
Based on the discussion in this paper, the following observations and proposals are made:
MBS as a service type or not
Observation 1: SA4 recommends to consider MBS as a communication service which can be used to deliver the application services, e.g. DASH streaming, VR streaming.
Proposal 1: RAN2 should refrain from referring to “MBS services” when speaking of QoE in RAN2 specifications. Instead RAN2 should refer to QoE configurations/measurements “applicable to RRC_IDLE/INACTIVE states”.
Storing of QoE configuration parameters

Observation 2: In the worst-case scenario (16 QoE configurations, IPv6 used as a MCE identification, area scope expressed with 32 NCGIs for each QoE configuration), the size of the QoE data that has to be stored at the UE and provided to the gNB has a size of 32696 bits, i.e. ~4 kBytes.
Observation 3: The impact of storing QoE information at the UE on UE memory and signalling overhead on Uu interface is very small.
Proposal 2: For QoE configurations applicable to RRC_IDLE/INACTIVE state, the UE informs the gNB that the QoE measurement session is ongoing when the UE moves from RRC_IDLE/INACTIVE to RRC_CONNECTED.
Proposal 3: RAN2 should reply to RAN3 that no technical issues were identified with storing and retrieval of the QoE measurement configuration information at/from the UE. Clarify that RAN2 considered information listed in RAN3 LS as well as the fact that the UE may additionally need to store and provide the area scope information.
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Observation 4: SA5 indicated that it is possible to introduce QoE priority information to be used by NG-RAN node which is in overload. From RAN2 point of view, this is the information that could be also provided to the UE for the full buffer management purpose.
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