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Introduction
In this paper, we focus on AIML model transfer/delivery, control and functionality-based LCM.
Discussion 
Model transfer/delivery
At RAN2#121 meeting, RAN2 agreed the following:
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

In this paper, some of the above solutions will be used for further analysis.

Discussion on the necessity of model transfer/delivery
In [1], for UE-sided model for BM and Positioning use cases, so far only entities as UE-side OTT server and UE are listed for training purpose. As RAN1 has agreed to at least support model training/inference at UE side for UE-sided model, it is understood that, as the training data would be UE specific, UE/OTT server should be suitable entities for training. For UE-sided model, if gNB or other network entities are to do the training, it should be carefully studied on the necessity/the extra benefits compared with UE/OTT server based approaches. Also signalling overhead caused should be considered.
Proposal 1: For UE-sided model for BM and positioning, training can be done at UE or OTT server. Model transfer/delivery can be initiated by UE or OTT server, and there is no need to consider model transfer/delivery solution 1/2/3.

Analyses for Solution 1a and 1b for CSI compression with two-sided model
In [4], we think that for all AI related use cases, only CSI compression with two-sided may need model transfer/delivery. And then, RAN2 can have some technical discussion on model transfer/delivery solution 1a/1b, i.e. gNB transfers/delivers models to UE.
In solution 1a, the models are transferred/delivered via RRC signalling. In general, compared with DRBs, SRBs have higher priorities, and the tranmission latency can be lower. However, if the data amount of the transferred model is much larger than the typical RRC signalling, there will be some challenges for solution 1a.
According to NR RRC spec TS 38.331, each DL RRC message can at most be divided into 5 segments and each segment supports at most 9 kB data amount, due to the PDCP SDU limitation. Thus, within one RRC message, at most 45 kB model data can be included. On the other hand, the data size of a complete AI model can vary from several to tens of MBs. For example, in the table of CSI prediction with generalization, the model size may be close to 30MB, which would be more than 3k RRC message segments.
In this regard, solution 1a may bring extra workload in RAN2 to design SRB based approach for model delivery.
Observation 1: Based on the current specification, solution 1a can only transfer models with size less than 45KB with typical RRC message.

A straightforward solution would be extending the limitation on the number of the RRC message segments,  however this will introduce one new issue. According to TS 38.300, quoted as the follows, even the model is transferred via segments without segment number limitation, the RRC message segments should be transferred together and before another RRC message. Therefore, if an RRC message containing AI models with a large number of segments is transferred on the air-interface, the other conventional RRC messages, e.g. RRC reconfigurations for UE mobility, will be delayed, and thus will cause severe problems for procedures related to e.g. mobility and can leads to unnecessary  RLF. 
	7.10	Segmentation of RRC messages
An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].



Besides, if the model is transferred via SRB1/SRB2, the data transmission via DRBs will be delayed for a long time until the model is completely transferred due to the high priority of SRB1/SRB2. If the model is transferred via SRBs with a low priority (like SRB4), it will minimize the impacts on data transmission via DRBs, but the model transfer latency would be large.
If SRB4 is to be considered for transmitting model related information, the network still needs to understand the data transmission requirements (e.g. QoS characteristics), which would bring extra complexities.
Observation 2: For solution 1a, the feasibility of new SRB delivering AI models is unclear. Solution 1a may introduce extra delay for DRB data transmission or may result in large latency for AI model transfer.

For the mobility scenario, according to the related specifications, once the UE has HO-ed to the target cell before the model transfer with the source cell is finished, the UE will delete the RRC signalling received from the source cell, including the received segments of models, and then starts the model transfer in the target cell all over again. This will obviously slow down the transfer progress and  may not meet the latency requirement for the time sensitive cases. 
Observation 3: For mobility case, solution 1a may not meet the latency requirement for the time sensitive cases.

Thus, we have the following proposals:
Proposal 2: The feasibility for CP-based solution 1a should be discussed, especially on whether it would work with large model size.

In solution 1b, the gNB can transfer/deliver AI models to UE via UP data. Naturally, solution 1b can support large-size model delivery. To meet different model delivery latency requirements, diverse QoS parameters can be applied and it should be discussed how to handle the UP transmission for model delivery and for the legacy UP data. Currently, for solution 1b, there are the following possibilities can be considered in order to deliver large-size models while meeting the latency requirements:
· (a) A new UP terminated at gNB. It may mean gNB can directly transfer/deliver AI/ML model(s) to UE via DRBs.
· (b) gNB first transfers/delivers AI/ML models to CN, and then CN transfers/delivers the models to UE via UP.
· (c) A new AI layer may be introduced although the motivation is FFS and some companies think that introduction of a new layer is out of the SI scope.
· (d) The application function (AF) hosting the AI/M models and UPF can be collocated with the RAN, and the protocol stack can be implemented at any network entity. While some companies think such case seems identical as Option 2 and Option 4, and thus it is better to clarify and probably discuss them separately. 

Currently the DRB setup procedure is part of PDU Session Establishment, which can be firstly initiated between UE and AMF. For (a), it seems that gNB can be allowed to directly initiate the DRB setup procedure. If so, we think RAN2 may need to discuss more details about it, e.g. how gNB decides on the QoS related information.
For (b), one benefit is that air interface may not be impacted. For this option, the overall latency could be larger.
For (c), it is FFS whether this option is out of the SI scope or not. For the new AI layer, if it is considered as UP layer, we have the same comments as for (a); if it is considered as CP layer, what are the differences between this option and solution 1a (and also pros/cons) needs to be discussed.
For (d), whether and how such deployments can be achieved are unclear, and they should be clarified.
In summary, there are some possibilities with pros and cons, and there are some ambiguities to be clarified. We think the feasibility should be discussed.
Observation 4: How solution 1b works with different options is unclear.
Proposal 3: The feasibility for UP-based solution 1b should be discussed, e.g. how it works and how it may impact different network entities.

Analyses for reactive/proactive model transfer/delivery
At RAN2#123 meeting, RAN2 made the following agreements:
Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.

For reactive model transfer/delivery, we understand that the UE may be able to store a limited number of models, due to its limited capability, and then the UE may request network to download model(s) in time.
We are concerned about the latency requirement. In our opinion, the latency here means:
· From when the UE decides to download other model(s), to when the UE has successfully downloaded the model(s)

 For reactive model transfer/delivery, we understand that the UE may be able to store a limited number of models, due to its limited capability, and then the UE may request network to download model(s) in time.
We are concerned about the latency requirement. In our opinion, the latency here means:
· From when the UE decides to download other model(s), to when the UE has successfully downloaded the model(s)

Currently, RAN1 has not provided the typical latency requirement for either proactive / reactive model transfer/delivery. According to the RAN1 feedback LS about data collection requirements and assumptions, the latency requirements are concluded as the follows, which can be regarded as a reference.
	· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)



In summary, the latency requirement for reactive model transfer/delivery can be discussed in RAN2, and after that, RAN2 may further discuss possible issues.
For proactive model transfer/delivery, AI/ML models are pre-download to UE, so there should be no latency requirements. In this case, how UE downloads model(s) can be left to implementation. Model control part is a separate topic (we address it in section 2.2).

Observation 5: For reactive model transfer/delivery, the latency requirement can be discussed in RAN2. For proactive model transfer/delivery, there is no latency requirement, and how UE downloads model(s) can be left to implementation.

Proposal 4: RAN2 to discuss the latency requirement for reactive model transfer/delivery.

Monitoring and Control
Based on the latest TR 38.843 [5], we observe that RAN1 has made some progress on monitoring and control (per use case). For example, for CSI prediction using UE side model use case, section 5 shows the RAN1 progress on monitoring and control. In general, we think RAN1 discussions are sufficient, and there may be some signalling impacts for RAN2, but they are more about signalling details (e.g. RRC configuration, reporting). So we think monitoring and control part can be left to RAN1.
Observation 6: For monitoring and control for AIML use cases, it can be left to RAN1 discussions and conclusions.

Functionality-based LCM (seems no strong need to keep it)
[The following content is from our previous paper]
The RAN2#121b-e meeting has made some agreements as below, and model and functionality are mentioned together.
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).

For functionality selection and switching, we are unclear about the necessity. In our understanding, for a specific use case, there is a corresponding functionality, and then it is sufficient to consider functionality activation/deactivation/fallback. If there are no use cases for supporting functionality selection/switching, it is not suggested to just use the same terminologies for both model/functionality control.
Proposal 5: Functionality selection/switching can be removed since the use cases are unclear.

For UE-side monitoring for functionality-based LCM, we understand that the UE can monitor the performance, while the performance requirements can be left to RAN4 discussions. UE can perform functionality selection/(de)activation/switching/fallback based on the defined requirements.
Proposal 6: UE makes functionality (de)activation/fallback based on the defined requirements (FFS by RAN4).
Conclusion
In this paper, we discuss control and other LCM. We have the following observations and proposals:
Observation 1: Based on the current specification, solution 1a can only transfer models with size less than 45KB with typical RRC message.
Observation 2: For solution 1a, the feasibility of new SRB delivering AI models is unclear. Solution 1a may introduce extra delay for DRB data transmission or may result in large latency for AI model transfer.
Observation 3: For mobility case, solution 1a may not meet the latency requirement for the time sensitive cases.
Observation 4: How solution 1b works with different options is unclear.
Observation 5: For reactive model transfer/delivery, the latency requirement can be discussed in RAN2. For proactive model transfer/delivery, there is no latency requirement, and how UE downloads model(s) can be left to implementation.
Observation 6: For monitoring and control for AIML use cases, it can be left to RAN1 discussions and conclusions.

Proposal 1: For UE-sided model for BM and positioning, training can be done at UE or OTT server. Model transfer/delivery can be initiated by UE or OTT server, and there is no need to consider model transfer/delivery solution 1/2/3.
Proposal 2: The feasibility for CP-based solution 1a should be discussed, especially on whether it would work with large model size.
Proposal 3: The feasibility for UP-based solution 1b should be discussed, e.g. how it works and how it may impact different network entities.
Proposal 4: RAN2 to discuss the latency requirement for reactive model transfer/delivery.
Proposal 5: Functionality selection/switching can be removed since the use cases are unclear.
Proposal 6: UE makes functionality (de)activation/fallback based on the defined requirements (FFS by RAN4).
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Monitoring & Control part in TR 38.843 v1.0.0
5.1	CSI feedback enhancement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
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