[bookmark: _Hlk48597134]3GPP TSG-RAN WG2 Meeting #123bis                           	        R2-2310394
Xiamen, China, October 9th – 13th, 2023

Agenda Item:	7.16.2.1
Source: 	MediaTek Inc.
Title:  	AI/ML Dependency on Configuration/Condition and Applicability of AI/ML

Document for:	Discussion and decision
[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In RAN2#123 meeting, RAN2 discussed applicability conditions for AI/ML algorithms and clarified why applicability conditions of AIML algorithm(s) need to be reported by the UE. 
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 
[bookmark: OLE_LINK712][bookmark: OLE_LINK713]In this contribution, we discuss the dependency on gNB configuration/condition for AI/ML operation, clarify our understanding on ‘condition/additional condition’ in RAN1 agreements, and justify their usage in functionality-based LCM and model-ID-based LCM. We believe that it is worthwhile to discuss the motivation and usage of applicability condition before dig into the detailed mechanism on how to report it. 
In this contribution, we explore the dependency of AI/ML operations on gNB configuration/condition, clarify our interpretation of 'condition/additional condition' as per RAN1 agreements, and justify their usage in functionality-based and model-ID-based LCM. We believe it's worthwhile to discuss the motivation and usage of the (applicability) condition before diving into the intricate mechanism of its reporting
Discussion
AI/ML Algorithm Dependency on Configuration/Condition
In RAN1#114 meeting, RAN1 made the observation that scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites). In RAN2#123 meeting, RAN2 made the similar observation that AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g., by model change (these are observations). The observations suggest a need for flexibility and adaptability in the application of AI/ML models. This could mean that a one-size-fits-all approach may not be optimal, and customization or tailoring of AI/ML models to specific scenarios/configurations could yield better performance.
In RAN1 evaluation, the generalization performance of the AI/ML model is evaluated over various of configurations/scenarios for each use case. The term 'scenarios' could signify a range of conditions, including various deployment scenarios, different distributions of outdoor or indoor UE, a variety of UE mobility levels, or a range of carrier frequencies. Other aspects of scenarios are not excluded.
Configurations might stand for parameters such as different UE settings, an assortment of gNB settings, a variety of bandwidths (like 10MHz, 20MHz), diverse antenna port layouts (for instance, N1/N2/P) or different numbers of antenna ports (such as 32 ports, 16 ports), among others. Various use cases might emphasize different elements of the scenarios and configurations. 
Proposal 1:  The adaptation of AI/ML functionality/model to specific scenarios/configurations/conditions should be supported.  
In RAN1#112bis-e meeting, RAN1 made following agreements were made for functionality-based LCM and model-ID-based LCM. 
	Agreement of RAN1#112b-e:
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


[bookmark: OLE_LINK13]Each AI/ML functionality is associated with one, or a specific set of, configurations/conditions. Similarly, every AI/ML model corresponds with specific configurations/conditions. Furthermore, the additional conditions (e.g., scenarios, sites, and datasets) also needs to be considered for both functionality-based LCM and model-ID-based LCM. 
In RAN1 discussion, the terms ‘condition’ and ‘additional conditions’ are used. Although those terms cause lots of confusion, there are distinct difference between them. ‘Condition’ is static and doesn’t change frequently, which is indicated via UE capability or associated with UE capability. While ‘additional conditions’ (e.g., scenarios, sites, and datasets) can change dynamically, which may need to be aligned between UE and NW through a more dynamic procedure than UE capability report. It is unclear which information can be part of the static UE capability and which information can be changed dynamically. RAN1 should split the static and dynamic parts of the information, while RAN2 needs to consider the detailed procedure. 
Proposal 2: RAN2 assumes that the ‘condition’ associated to an AI/ML functionality/model is static, which is indicated via UE capability or associated with UE capability. The ‘additional condition’ (e.g., scenarios, sites, and datasets) associated to an AI/ML functionality/model can change dynamically, requiring a procedure in a more dynamic manner.  
Usage of the Configuration/Condition in LCM
Data Collection
Based on RAN1 discussion, the collected data needs to be categorized for the purpose of differentiating characteristics of data due to specific configuration and condition. Different datasets used to train various AI/ML models are associated with specific combinations of configurations/conditions, and each has unique characteristics. Consequently, different datasets meant for disparate configurations/conditions should be distinct. This is why RAN1 agreed to utilize assistance information for data collection. This enables the categorization of data into IDs to differentiate data characteristics resulting from specific configurations/conditions. This principle applies to both UE-side and network-side data collection and model training.
Furthermore, configurations should take into account both UE and gNB settings. For instance, in beam management, various UE parameters such as the number of UE Rx beams (including the number of panels and UE antenna array dimensions) and various gNB settings like DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions) should be considered. For CSI feedback enhancement, disparate antenna spacing, antenna virtualization, antenna port layouts (e.g., N1/N2/P), and/or antenna port numbers (e.g., 32 ports, 16 ports) may be considered.
Given the configurations/conditions variability, if the AI/ML model lacks adequate generalization performance, a model trained based on a dataset collected under one network/UE setting may not be applicable to another network/UE setting. Therefore, any change in the network/UE setting might need to be communicated to the entities collecting and storing the dataset.
When collecting data on the UE side, categorizing or assistance information associated with RAN configurations, conditions, and scenarios should be coupled with datasets exhibiting different characteristics and made available to the UE side.
Proposal 3: RAN2 assumes that categorizing or assistance information related to RAN configurations/conditions is associated with datasets with distinct characteristics and made available to the entities that collect and store the dataset. 
Model training and generalization verification
During offline training, the AI/ML model is trained based on a dataset that correlates with specific configuration/condition, it guarantees that the generated AI/ML model is suited for these particular configurations/conditions. Ideally, the AI/ML model should exhibit excellent generalization performance, implying its applicability to other configurations/conditions. To evaluate an AI/ML model's generalization performance, the model is tested across a variety of configurations/conditions. If the AI/ML algorithm demonstrates a performance gain in these settings, the model's applicability to these configurations/conditions is verified. 
Once deployed, the AI/ML model is considered suitable for all configurations, scenarios, and sites related to the training dataset and the dataset with verified generalization. Hence, these applicable configurations/conditions linked to the AI/ML model should be treated as integral parts of the model's meta-information and synchronized through model/functionality identification.
Proposal 4: RAN2 assumes that the configurations/conditions associated with the dataset for model training and the dataset that showed verified generalization performance can be perceived as part of the meta-information of the AI/ML model.
Model Delivery/Transfer
In RAN2#123 meeting, RAN2 made following agreements for model transfer/delivery. 
Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.
In the proactive model transfer/delivery approach, AI/ML models are pre-downloaded to the UE, enabling a model switch when changes in scenarios/conditions happen. Conversely, in the reactive model transfer/delivery method, an AI/ML model gets downloaded when change of scenarios/conditions are detected.
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


If reactive model transfer/delivery is considered, the challenge within case y requires ensuring the OTT server is aware of the associated configuration/condition. This allows it to promptly deliver the suitable model to the UE. As for case 'z1' and 'z3', since the model is trained by the OTT server and held within the 3GPP network, akin to case 'y', the OTT server should be informed of the related configurations/conditions and store the trained model in the appropriate gNB location within the 3GPP network. The coordination of configuration/condition between the OTT server and the 3GPP network remains unclear. For case z1~z5, given that the model resides within the 3GPP network, the network must be knowledgeable about the AI/ML model's applicable configurations/conditions. 
Proposal 5: RAN2 assumes that entities initiating the reactive model transfer/delivery procedure are aware of the configurations/conditions related to the AI/ML model/functionality.
Functionality-based LCM/Model-ID based LCM
Functionality-based LCM operates based on, at least, one configuration or specific configurations of an AI/ML-enabled Feature/FG. Functionality-based LCM allows the possibility that AI/ML models may not be identified at the Network, and UE may perform model-level LCM without network intervention. In such cases, this necessitates the UE's awareness of the specific configuration/condition tied to the AI/ML model. In order to aid UE-side transparent model operations, the configurations/conditions may be signalled from NW to the UE. Additionally, UE request on the configuration/condition can be considered.  
Proposal 6: For functionality-based LCM, RAN2 assumes that the UE is aware of the configuration/condition associated with each AI/ML model to allow UE to perform model-level operation transparent to network. The configuration/condition can be signalled from network to the UE w/wo UE request. 
For model-ID based LCM, each AI/ML model is identified between the UE and network. During model identification procedure, according to Proposal 4, since the associated configuration/condition is considered as part of the meta information, the configuration/condition specific to the AI/ML model should be known to the network when each AI/ML model is identified with model ID assigned. According to RAN2 agreement that AIML algorithm may be updated, e.g., by model change, the model IDs of the available models at the UE should be reported/updated to the network. It is FFS whether the availability of the AI/ML models is reported through UE capability or other RRC message. 
Based on the availability of AI/ML model reported by the UE in the form of model ID, the network can perform model activation, deactivation, selection, switching and fallback. 
Proposal 7: For Model-ID-based LCM, RAN2 assumes that the network is aware of the configuration/condition associated with each AI/ML model to allow network to perform model activation, deactivation, selection, switching and fallback. 
In last RAN2 meeting, how to report the applicability condition was discussed, both proactive and reactive way were considered. In our understanding, it is more worthwhile to clarify whether the applicability condition report is used for AI/ML-enabled Feature/FG configuration or not. For functionality-based LCM, the network is aware of the specific configuration/condition to enable/disable the AI/ML-enabled Feature/FG. Enable/Disable of the AI/ML-enabled feature/FG is realized by RRC configuration. Follow the same principle for model-ID-based LCM, as a basic scheme, the network utilizes the applicability condition report to configure AI/ML models for the UE and consequently perform model control. 
Proposal 8: For both functionality-based and model-ID-based LCM, the configuration/condition associated to the functionality or model is aware to the network and used for functionality/model configuration. 
Proposal 9: RAN2 assumes that the configuration/condition can be used for at least the following purposes:
· Categorizing the datasets for data collection
· Parts of meta information for model identification
· Initiating the reactive model transfer/delivery
· Model-level operation by UE transparent to network in functionality-based LCM
· Model activation, deactivation, selection, switching and fallback by the network in model ID-based LCM
· Configuration of AI/ML-enabled feature/FG and AI/ML models by the network

Conclusion
Proposal 1:  The adaptation of AI/ML functionality/model to specific scenarios/configurations/conditions should be supported.  
Proposal 2: RAN2 assumes that the ‘condition’ associated to an AI/ML functionality/model is static, which is indicated via UE capability or associated with UE capability. The ‘additional condition’ (e.g., scenarios, sites, and datasets) associated to an AI/ML functionality/model can change dynamically, requiring a procedure in a more dynamic manner.  
Proposal 3: RAN2 assumes that categorizing or assistance information related to RAN configurations/conditions is associated with datasets with distinct characteristics and made available to the entities that collect and store the dataset. 
Proposal 4: RAN2 assumes that the configurations/conditions associated with the dataset for model training and the dataset that showed verified generalization performance can be perceived as part of the meta-information of the AI/ML model.
Proposal 5: RAN2 assumes that entities initiating the reactive model transfer/delivery procedure are aware of the configurations/conditions related to the AI/ML model/functionality.
Proposal 6: For functionality-based LCM, RAN2 assumes that the UE is aware of the configuration/condition associated with each AI/ML model to allow UE to perform model-level operation transparent to network. The configuration/condition can be signalled from network to the UE w/wo UE request. 
Proposal 7: For Model-ID-based LCM, RAN2 assumes that the network is aware of the configuration/condition associated with each AI/ML model to allow network to perform model activation, deactivation, selection, switching and fallback. 
Proposal 8: For both functionality-based and model-ID-based LCM, the configuration/condition associated to the functionality or model is aware to the network and used for functionality/model configuration. 
Proposal 9: RAN2 assumes that the configuration/condition can be used for at least the following purposes:
· Categorizing the datasets for data collection
· Parts of meta information for model identification
· Initiating the reactive model transfer/delivery
· Model-level operation by UE transparent to network in functionality-based LCM
· Model activation, deactivation, selection, switching and fallback by the network in model ID-based LCM
· Configuration of AI/ML-enabled feature/FG and AI/ML models by the network
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