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Introduction
In last meeting, some agreements on fast MCG recovery for MRO have been achieved as below and one FFS was also left.
	Agreement：
1	UE reports the elapsed T316 between the transmission of MCGFailureInformation and receiving RRC reconfiguration or RRC release message.
[bookmark: _GoBack]2	No T316 related triggering threshold is introduced.
3	Reuse existing RLF report to capture fast MCG recovery related information.
FFS:	UE reports following time information for fast MCG link recovery optimization:
-	Time between MCG failure (or transmitting MCGFailureInformation, only for case a) and SCG failure for case a and f1
Agreement：
1   RAN2 confirms the “SCG deactivation during fast MCG recovery” is not a valid scenario, therefore would not be considered in fast MCG MRO.
2   UE logs the new information for fast MCG link recovery optimziation, only when AS security has been activated.


Considering some scenarios are not clearly identified and missed and some remaining issues on what else information need to be reported for fast MCG link recovery optimization are left, in this document, we provide our analysis on which scenarios also need to be considered and what else information should be reported for fast MCG recovery MRO.
Discussion
Additional scenarios for fast MCG recovery
According to the previous agreement, the following scenarios for fast MCG recovery have been confirmed by RAN2.
· T316 expiry;
· SCG failure during fast MCG recovery (i.e., running of T316). 
· RAN2 confirms scenario of near failure fast MCG recovery.
· RAN2 confirms scenario f1, i.e., SCG fails or is deactivated before the UE sends the MCGFailureInformation.
Except for the above scenarios, in our understanding, two additional scenarios are also necessary to be considered for fast MCG recovery for MRO.
Scenario 1: PSCell change /addition ongoing scenario
In the LS [1] from RAN3, RAN3 think it is beneficial for the network if the UE reports the cause of the fast MCG recovery failure containing at least:
· T316 expiry, 
· SCG failure, and
· SCG was deactivated or other cases where SCG is not available
Currently the scenarios of T316 expiry, SCG failure and SCG was deactivated have been confirmed by RAN2. But the yellow highlighted part indicates that other cases where SCG is not available should also be considered for fast MCG recovery failure. 
In RRC spec, the conditions of UE initiates the MCG failure information to report the MCG radio link failure are descripted as below:
	[bookmark: _Toc60776825][bookmark: _Toc131064482]5.3.10.3	Detection of radio link failure
*omitted*
4>	else:
5>	store the radio link failure information in the VarRLF-Report as described in clause 5.3.10.5;
5>	if T316 is configured; and
5>	if SCG transmission is not suspended; and
5>	if the SCG is not deactivated; and
5>	if neither PSCell change nor PSCell addition is ongoing (i.e. timer T304 for the NR PSCell is not running in case of NR-DC or timer T307 of the E-UTRA PSCell is not running as specified in TS 36.331 [10], clause 5.3.10.10, in NE-DC):
6>	initiate the MCG failure information procedure as specified in 5.7.3b to report MCG radio link failure.
5>	else:
6>	initiate the connection re-establishment procedure as specified in 5.3.7.


According to the RRC spec, it means that when PSCell change or PSCell addition is ongoing, UE also cannot initiate the MCG failure information procedure which will cause the fast MCG recovery failure. Because for PSCell change/addition, the UE may receive the RRCReconfiguration message and then apply the corresponding action. Since the addition or change of the PSCell need some processing delay time, it is possible that the UE needs to send the MCGFailureInformation message but the SCG link has not been prepared completely. This scenario can be considered as the same type as the “SCG deactivation before fast MCG recovery” scenario, and it is corresponding to the case of “other cases where SCG is not available” in RAN3 LS.
Observation 1: “PSCell change/addition ongoing before fast MCG recovery” scenario is corresponding to “other cases where SCG is not available” cause of the fast MCG recovery failure in RAN3 LS.
If the UE receives the PSCell change after T316 is running, the UE may still not receive the HO command for recovery. But in this case, the T316 will run to expire, so it is a sub-case for “T316 expire” scenario.
So it is kindly to ask RAN2 to add the scenario of PSCell change /addition ongoing before fast MCG recovery (when UE detects MCG failure) to align with RAN3 LS
Proposal 1: Add the scenario “PSCell change /addition ongoing before fast MCG recovery (when UE detects MCG failure)” to align with RAN3 LS.
Scenario 2: HO command for recovery failure after the MCG failure
In addition, the network may send a HO command after receiving the MCGFailureInformation message for recovery. But if the UE cannot successfully apply the received HO command, the fast MCG recovery failure may also occur. Since the UE can only store one entry of RLF report content, the HOF information will override the previous MCG failure information. To keep the information integrity for network side analysis, the consecutive failures are necessary to be recorded by the UE for the MRO usage. 
Proposal 2: Add the consecutive failure scenario of “HO command for recovery failure after MCG RLF”.
Detailed reported content for fast MCG recovery MRO
According to the previous agreements, we have already agreed to introduce the following information into the content of RLF for fast MCG recovery MRO.
	In the scope of MRO for the fast MCG recovery, RAN3 has agreed that it is beneficial if the UE reports at least:
	- PSCell where SCG failure happened, and
	- the cause of the fast MCG recovery failure containing at least:
	o	 T316 expiry, 
	o	SCG failure, and
	o	SCG was deactivated or other cases where SCG is not available
	- SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx) if the cause of the fast MCG recovery is SCG failure 

UE reports the elapsed T316 between the transmission of MCGFailureInformation and receiving RRC reconfiguration or RRC release message.



In current Running CR, it is descripted that if SCG was failed while the timer T316 was running or before transmitting MCGFailureInformation, UE will record the PSCell where SCG failure happened and the SCG failure type.  But “SCG failed while the timer T316 was running” and “SCG failed before transmitting MCG MCGFailureInformation” are different case 1 and f1 in both RAN2 and RAN3 understanding. Based on the current running CR, the network cannot distinguish these two scenarios since the UE will record the same information in these two cases. So we think it is necessary to introduce some more additional information to differentiate these two cases. For example, we can introduce an additional indication, or different cause values or different timer usage.
Proposal 3: UE needs to record some additional information to distinguish the cases of SCG failure happened during fast MCG recovery and before UE sending the MCGFailureInformation, such as an indication or the different cause values or different timer usage.
Besides, in last meeting, there is an FFS left on whether UE should report the time between MCG failure and SCG failure.
		FFS:	UE reports following time information for fast MCG link recovery optimization:
	-	Time between MCG failure (or transmitting MCGFailureInformation, only for case a) and 	SCG failure for case a and f1


Considering in case a and case f1, both MCG and SCG occur the radio link failure. In our understanding, whether MCG failure and SCG failure is related is beneficial to the network. Since if both MCG failure and SCG failure happens in a short time, it may indicate that there is a coverage issue in a nearby location. Then the network can know this fast MCG recovery failure is due to the weak coverage but not due to the unsuitable configuration. So it is beneficial for the network if UE can report the time between MCG failure and SCG failure, then the network can decide whether the MCG failure is related to the SCG failure and then decide whether to optimize the configuration for fast MCG recovery or perform the coverage enhancement.
Proposal 4: It is beneficial for the network if UE can report the time between MCG failure and SCG failure.
Based on the discussion in chapter 2.1, if we agree to introduce the two additional scenarios, i.e. PSCell change /addition ongoing before fast MCG recovery and consecutive failure scenario of “HO command for recovery failure after MCG RLF”, some additional information is also needed to be reported to network to help the network make suitable optimization for these kinds of fast MCG recovery failure.
For PSCell change/addition ongoing before fast MCG recovery, it is a new case of SCG not available. In current running CR, to identify the case of SCG deactivation before fast MCG recovery, a separate fast MCG recovery failure cause is introduced to indicate this case. Similarly, in order to help the network to identify the case of PSCell change/addition ongoing before fast MCG recovery, a new failure cause needs to be added. And no more additional information is needed.
Proposal 5: A new failure cause needs to be introduced to identify the case of PSCell change/addition ongoing before fast MCG recovery.
For consecutive failure scenario of HO command for recovery failure after MCG RLF, the UE has successfully sent the MCGFailureInformation message, and the network also sends the HO command to the UE. If the UE cannot successfully apply the received HO command, the fast MCG recovery failure may also occur. Since the UE can only store one entry of RLF report content, the HOF information will override the previous MCG failure information. To keep the information integrity for network side analysis, the consecutive failures are necessary to be recorded by the UE for the MRO usage. Based on current MCG RLF report information, at least the cell ID in the HO command should be recorded and reported together with the legacy MCG RLF. Besides, we think it is better to introduce a new failure cause to identify this case.
Proposal 6: The cell ID in the HO command and the failure cause should be recorded and reported together with the MCG RLF for consecutive failure scenario of HO command for recovery failure after MCG RLF 

Conclusion
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Observation 1: “PSCell change/addition ongoing before fast MCG recovery” scenario is corresponding to “other cases where SCG is not available” cause of the fast MCG recovery failure in RAN3 LS.
Proposal 1: Add the scenario “PSCell change /addition ongoing before fast MCG recovery (when UE detects MCG failure)” to align with RAN3 LS.
Proposal 2: Add the consecutive failure scenario of “HO command for recovery failure after MCG RLF”.
Proposal 3: UE needs to record some additional information to distinguish the cases of SCG failure happened during fast MCG recovery and before UE sending the MCGFailureInformation, such as an indication or the different cause values or different timer usage.
Proposal 4: It is beneficial for the network if UE can report the time between MCG failure and SCG failure.
Proposal 5: A new failure cause needs to be introduced to identify the case of PSCell change/addition ongoing before fast MCG recovery.
Proposal 6: The cell ID in the HO command and the failure cause should be recorded and reported together with the MCG RLF for consecutive failure scenario of HO command for recovery failure after MCG RLF 
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