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1 Introduction
In RAN2#121bis-e meeting [1], RAN2 discussed model control and achieved the following agreements. 
	· [bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
· For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).


In last meeting [2], RAN2 has the following agreements on model transfer/delivery.
	Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


In this contribution, we will discuss the open issues on model control and model transfer/delivery.
2 Discussion
2.1 Model control
RAN1 agreed to study the following mechanisms for model selection, activation, deactivation, switching, and fallback at least for UE-side model and UE-part of two-sided model, e.g. network-initiated, UE-initiated.
	RAN1#110b Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
RAN1#112 Agreement
For UE-side models and UE-part of two-sided models:
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


For CSI compression with two-sided model, RAN2#120 agreed to achieve simultaneous (de)activation and switching of the two-sided model and ensure that models are matched properly at both UE and gNB sides.
	RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g.  
1. Ensuring UE and gNB side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model


RAN1 also agreed that NW make decisions of model activation/deactivation/updating/switching.
	 RAN1#110b Agreement
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching


Based on RAN1 and RAN2 agreements, we think the mechanism of decision by the network is applicable for CSI compression with two-sided model use case, i.e. network can initiate the model control, or UE can initiate the model control and request to network, the network makes decision then indicates to the UE to make sure models are matched properly at both UE and gNB. RAN2 can further study the enhancements on this mechanism.
Proposal 1: For CSI compression with two-sided model, RAN2 further study the following mechanism for model control:
1) gNB-initiated: gNB initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: UE initiates model control and requests to the gNB, gNB makes decision then indicates the decision to UE. 
For beam management with UE-side model, the mechanism of decision by network and UE are applicable according to the following RAN1 agreements. Considering this use case only involves UE and gNB, we understand that the network here refers to gNB. gNB can make decision for model control, e.g. based on the result of model monitoring (including UE and gNB monitoring) or based on UE request. Of course, UE can also make decision for model control since UE can monitor the performance of the model. As indicated in above RAN1 agreements, UE can make decision based on event configured by NW or autonomously, and reports the decision to NW. On the other hand, UE’s decision may be not reported to NW, we think this option may have no impacts on RAN2 and is up to UE implementation. 
	RAN1#110b Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


Based on the above analysis, RAN2 can further study the gNB-initiated and UE-initiated mechanism for beam management with UE-side model.
Proposal 2: For beam management with UE-side model, RAN2 further study the following mechanism for model control:
1) gNB-initiated: gNB initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: 
a. UE initiates model control and requests to the gNB, gNB makes decision then indicates the decision to UE.
b. UE initiates and makes decision of model control based on the event configured by gNB, and reports the decision to gNB.
c. UE initiates and makes decision of model control autonomously, and reports the decision to gNB.
d. UE initiates and makes decision of model control autonomously, and not reports the decision to gNB.
For positioning with UE-side model, at least UE and LMF can derive monitoring metric based on RAN1 agreement. Thus, the decision of model control can be also made at least by UE or LMF. Furthermore, LMF-initiated and UE-initiated model control can be further studied, similarly to the mechanism for beam management. 
	RAN1#112bis-e Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
RAN1#113 Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)


Proposal 3: For positioning with UE-side model, RAN2 further study the following mechanism for model control:
1) LMF-initiated: LMF initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: 
a. UE initiates model control and requests to the LMF, LMF makes decision then indicates the decision to UE.
b. UE initiates and makes decision of model control based on the event configured by LMF, and reports the decision to LMF.
c. UE initiates and makes decision of model control autonomously, and reports the decision to LMF.
d. UE initiates and makes decision of model control autonomously, and not reports the decision to LMF.

2.2 Model transfer/delivery
RAN2#121 meeting agreed to study the following potential solutions for AI/ML model transfer/delivery and use the table in [3] as a starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 
For solution 4, server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP). For OTT server, it is obviously transparent to 3GPP, but for OAM, it may not be transparent to 3GPP since OAM is one of 3GPP network entities. Therefore, we suggest to split solution 4 into the following two solutions:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
Proposal 4: It is proposed to split solution 4 to solution 4a and 4b:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
In last meeting, RAN2 approved a set of tables for mapping of functions-to-entities for each use case based on the outcome of the post email discussion [4]. As proposed in our contribution in AI 7.16.2.1 [5], we think CN is not a good entity for model training. Therefore, we propose to not consider CN involved solution (i.e. solution 2a and 2b) for CSI feedback enhancement and beam management in R18 SI.
Proposal 5: Solution 2a and 2b is not pursued for model transfer/delivery for CSI feedback enhancement and beam management in R18 SI.
For CSI compression with two-sided model, different transfer/delivery ways are approved for training Type 1 and training Type 3. For training Type 1, the AI/ML model can be transferred from gNB to UE, or OAM to gNB&UE, or OTT server to gNB&UE, or UE to gNB. Based on the current table, the solution 1 and solution 4 are applicable. For training Type 3, the AI/ML model can be transferred from OTT server to UE for UE part of two-sided model. Therefore, solution 4 is applicable.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model [4]
	
	AL/ML functions (if applicable)
	Mapped entities

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 


However, for solution 1b, as many companies commented, existing user plane is not applicable since it terminates at UE and UPF. Some companies proposed to introduce a new layer to handle the AI model transfer functionality or a new UP tunnel between gNB and UE. This will change the basic protocol stack of NR and has significant impacts on overall architecture and specs. As per the following note in WID [6], the study on AI/ML for air interface is based on the current RAN architecture, so solution 1b should not be pursued in R18 SI since it is conflicted with WID.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
Based on the above analysis, we think solution 1a and solution 4 can be prioritized for CSI compression use case for training Type 1, and solution 4 can be prioritized for training Type 3.
Proposal 6: For CSI compression with two-sided model, the following solutions can be prioritized for model transfer/delivery:
- For training Type 1: solution 1a (RRC signaling between UE and gNB) and solution 4 (OTT server, OAM) can be prioritized for further study.
- For training Type 3: solution 4a (OTT server) can be prioritized for further study.
For beam management, as analyzed in our contribution in AI 7.16.2.1 [5], we think model can also be trained at gNB, so model tranfer/delivery from gNB to UE can be supported. Therefore, solution 1a can be also considered for further study.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model [4]
	
	AL/ML functions (if applicable)
	Mapped entities

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 


For CSI prediction with UE-side model, we think the applicability of model transfer/delivery is similar to beam management with UE-side model. Therefore, solution 1a and 4a can be also considered for further study.
Proposal 7: For beam management and CSI prediction with UE-side model, solution 1a (RRC signaling between UE and gNB) and solution 4a (OTT server) can be prioritized for further study.
For positioning use case with UE-side model, it is agreed that the model transfer/delivery can be from OTT server to the UE, and we also think it can be from LMF to UE, therefore, solution 3 and solution 4a can be prioritized for these two use cases. During the previous discussion, some companies pointed that solution 3b is only included in SA2 TR 23.700-71, and it should be specified by SA2. Thus, we prefer to leave it open until SA2 finishes the normative work on the UP solution. We think RAN2 can firstly focus on solution 3a.
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) [4]
	
	AL/ML functions (if applicable)
	Mapped entities

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]


Proposal 8: For positioning with UE-side model, solution 3a (CP-based between UE and LMF) and solution 4a (OTT server) can be prioritized for further study.
For solution 1a (i.e. RRC signaling between UE and gNB), it is totally in RAN2 scope. During the online discussion in RAN2#121 meeting, there may be no consensus on delta signaling. We understand that this is similar to legacy delta configuration which means only different parameters for model are configured. 
In RAN1#112 and RAN1#113 meeting, RAN1 agreed to consider model transfer in different format (i.e. proprietary format, open format of a known model structure, open format of an unknown model structure) and confirmed the meaning of known and unknown model structure as follows.  
	RAN1#112 Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 
RAN1#113 Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 



In addition, based on the definition of model transfer, only transfer parameters of a model structure known at the receiving end is supported. Therefore, we understand the pros of delta signaling for solution 1a is beneficial for model delivery/transfer Case z4, since an exact model structure has been previously identified between NW and UE, and delta parameters can be configured to the UE.
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


Observation 1: The pros of delta signaling for solution 1a is beneficial for model delivery/transfer Case z4, since an exact model structure has been previously identified between NW and UE, and delta parameters can be configured to the UE.
For solution 1a, the biggest challenge is to transfer a large size model (e.g. >45kBytes). The straightforward way is to extend the maximum of RRC segmentation, but the exact number of RRC segmentation needs to be further discussed and may depends on RAN1’s input on model size. Of course, other enhancements are not precluded.
The other potential issue of solution 1a is the transfer continuity during mobility, since there is no current procedure to resume control plane transmission across gNBs. Some companies proposed that it depends on how frequent gNB to send new/updated AI/ML model to the UE. We think this may be related to generalization of the AI/ML model. The better the generalization of the model, the less frequently the model is updated. We are fine to study how to guarantee the continuity during mobility at this stage. 
Proposal 9: For solution 1a, RAN2 can further study how to transfer a large size model via RRC signaling and how to guarantee the continuity during mobility.

3	Conclusion
Here are the observations and proposals for model control and model transfer/delivery.
Model control:
Proposal 1: For CSI compression with two-sided model, RAN2 further discuss the following mechanism for model control:
1) gNB-initiated: gNB initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: UE initiates model control and requests to the gNB, gNB makes decision then indicates the decision to UE. 
Proposal 2: For beam management with UE-side model, RAN2 further study the following mechanism for model control:
1) gNB-initiated: gNB initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: 
a. UE initiates model control and requests to the gNB, gNB makes decision then indicates the decision to UE.
b. UE initiates and makes decision of model control based on the event configured by gNB, and reports the decision to gNB.
c. UE initiates and makes decision of model control autonomously, and reports the decision to gNB.
d. UE initiates and makes decision of model control autonomously, and not reports the decision to gNB.
Proposal 3: For positioning with UE-side model, RAN2 further study the following mechanism for model control:
1) LMF-initiated: LMF initiates and makes decision of model control, then indicates the decision to UE.
2) UE-initiated: 
e. UE initiates model control and requests to the LMF, LMF makes decision then indicates the decision to UE.
f. UE initiates and makes decision of model control based on the event configured by LMF, and reports the decision to LMF.
g. UE initiates and makes decision of model control autonomously, and reports the decision to LMF.
h. UE initiates and makes decision of model control autonomously, and not reports the decision to LMF.
Model transfer/delivery:
Proposal 4: It is proposed to split solution 4 to solution 4a and 4b:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
Proposal 5: Solution 2a and 2b is not pursued for model transfer/delivery for CSI feedback enhancement and beam management in R18 SI.
Proposal 6: For CSI compression with two-sided model, the following solutions can be prioritized for model transfer/delivery:
- For training Type 1: solution 1a (RRC signaling between UE and gNB) and solution 4 (OTT server, OAM) can be prioritized for further study.
- For training Type 3: solution 4 (OTT server) can be prioritized for further study.
Proposal 7: For beam management and CSI prediction with UE-side model, solution 1a (RRC signaling between UE and gNB) and solution 4a (OTT server) can be prioritized for further study.
[bookmark: _GoBack]Proposal 8: For positioning with UE-side model, solution 3a (CP-based between UE and LMF) and solution 4a (OTT server) can be prioritized for further study.
Observation 1: The pros of delta signaling for solution 1a is beneficial for model delivery/transfer Case z4, since an exact model structure has been previously identified between NW and UE, and delta parameters can be configured to the UE.
Proposal 9: For solution 1a, RAN2 can further study how to transfer a large size model via RRC signaling and how to guarantee the continuity during mobility.
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