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Introduction
During RAN2 #121 meeting, following solutions were agreed and their analyzed pros/cons are summarized in the table.
	Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).


RAN2 #123 meeting further discussed two approaches as model transfer/delivery, i.e. reactive model transfer/delivery and proactive model transfer/delivery.
Considering the selection of solutions are highly related to the architecture assumption and LCM entity mapping within the network. In this contribution, we further analysis the architecture assumption impact to model transfer method. We also provide our understanding of specification impact of reactive and proactive model transfer/delivery methods.
Discussion
Proactive/Reactive Model Transfer/Delivery
During RAN2 #123 meeting, following two options for model transfer/delivery were discussed:
	· Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


Except different latency requirement as discussed in [5], in our understanding, whether to choose proactive or reactive model transfer/delivery also depends on the storage/memory available at the UE side. In proactive model transfer/delivery method, multiple AI/ML models will be pre-downloaded and stored at the UE. This will cost more memory compared to reactive model transfer/delivery, as the later one only needs to support a memory size that can hold a max size AI/ML model (per sub-use case).
Observation 1: Proactive model transfer/delivery requires more memory at the UE side to store multiple AI/ML models.
Furthermore, it was agreed in RAN2 #123 meeting:
	RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 


Reactive model transfer/delivery requires the UE to report its applicable conditions to the network, either dynamically or statically. However, for proactive model transfer/delivery, as discussed in our companion contribution [3], UE doesn’t need to report applicable conditions, as model switching can be done by UE itself according to its own collected information. 
Observation 2: If proactive model transfer/delivery is used, for UE-sided model, UE does not need to inform RAN about applicability conditions of AIML algorithms available to the UE.
Based on above analysis, we further summarized a table comparing proactive/reactive model transfer/delivery.
	
	Proactive model transfer/delivery
	reactive model transfer/delivery

	latency requirement
	No requirement
	Relaxed

	memory cost at UE
	High
	Low

	applicability condition reporting for UE-sided model
	Not needed
(UE can switch models on its own)
	Needed
(need NW decision for model transfer/delivery)


Proposal 1: RAN2 to adopt above table when comparing proactive and reactive model transfer/delivery.
Further Analysis and Down-Selection on Model Transfer/Delivery Solutions
As agreed in RAN2 #122 meeting, functional framework for AI/ML for NR air interface is captured in [4]. To facilitate the discussion of model transfer/delivery, model storage is agreed as a reference point for protocol termination of model delivery/transfer. However, this does not limit where models are actually stored.
Functionality mapping was discussed in [Post122][060][AIML] Mapping of functions to physical entities. Below table is a summary of model transfer/delivery options based on our observation and understanding in outcome of [Post122][060][AIML] :
	Use case/sub-use case
	Training Entity
	Inference Entity
	Model Transfer/Delivery

	Two-sided CSI compression 
	Training Type 1 (joint training at a single side/entity)
	gNB
	gNB
	None

	
	
	
	UE
	gNB -> UE (FFS)

	
	
	OAM
	gNB
	OAM -> gNB (out of RAN2 scope) (FFS)

	
	
	
	UE
	OAM -> gNB (intermediate) -> UE (FFS)

	
	
	UE/OTT server
	gNB
	UE/OTT server -> gNB

	
	
	
	UE
	None or OTT server -> UE (out of RAN2 scope)

	
	Training Type 3 (separate training)
	gNB & UE/OTT server
	gNB
	None

	
	
	
	UE
	None or OTT server -> UE (out of RAN2 scope)

	
	
	OAM & UE/OTT server 
	gNB
	OAM -> gNB (out of RAN2 scope) 

	
	
	
	UE
	None or OTT server -> UE (out of RAN2 scope)

	UE-sided CSI prediction/UE-sided beam management
	gNB
	UE
	gNB -> UE

	
	OAM
	UE
	OAM -> gNB (intermediate) -> UE

	
	UE/OTT server
	UE
	None or OTT server -> UE (out of RAN2 scope)

	
	CN
	UE
	CN -> UE (FFS)

	NW-sided beam management
	gNB
	gNB
	None

	
	OAM
	gNB
	OAM -> gNB (out of RAN2 scope) 

	
	CN/OTT server
	gNB
	CN/OTT server -> gNB (FFS)

	Positioning accuracy enhancement
	Case 1: UE-based with UE-side model
	LMF
	UE
	LMF -> UE (FFS)

	
	
	OAM
	UE
	OAM -> gNB (intermediate) -> UE (FFS)

	
	
	UE/OTT server
	UE
	None or OTT server -> UE (out of RAN2 scope)

	
	Case 2a: UE-assisted/LMF-based with UE-side model
	LMF
	UE
	LMF -> UE (FFS)

	
	Case 2b: UE-assisted/LMF based with LMF-side model
	LMF
	LMF
	None

	
	Case 3a: RAN-assisted with gNB-side model
	LMF
	gNB
	LMF -> gNB (FFS)

	
	
	OAM
	gNB
	OAM -> gNB (out of RAN2 scope)

	
	
	gNB
	gNB
	None

	
	Case 3b: RAN-assisted with LMF-side model
	LMF
	LMF
	None


It is observed that if both model training and model inference are located at the same entity or at network side (i.e. the grey highlighted options), there’s no need to consider model transfer/delivery over the air interface, hence there is no RAN2 impact. As summarized in above table, from RAN2 study point of view, RAN2 can focus on the following three over-the-air model transfer/delivery options in downlink towards UE and one over-the-air model transfer/delivery options in uplink.
Downlink: 
1) gNB -> UE
suitable use cases: CSI compression, UE-side CSI prediction, UE-side beam management
not applicable use case: positioning accuracy enhancement 
2) OAM -> gNB (intermediate) -> UE
suitable use cases:  CSI compression, UE-side CSI prediction, UE-side beam management, positioning accuracy enhancement
not applicable use case: none
3) LMF -> UE
	Suitable use case: positioning accuracy enhancement
	Not applicable use cases: CSI compression, CSI prediction, beam management
Uplink:
1) UE -> gNB
	Suitable use case: CSI compression
	Not applicable use cases: CSI prediction, beam management, positioning accuracy enhancement
Observation 3: Considering the functionality mapping of three use cases, for model training at network side, model inference at UE side, the model can be transferred from gNB/OAM/LMF to UE over the air interface. 
A table of relation between model transfer/delivery solutions and use cases was agreed during RAN2 #121 meeting. As discussed in the companion contribution [3], CN (except LMF) is not a suitable network entity for the studied three use cases. Hence, for solutions where model is transferred from CN to UE, i.e. solution 2a and solution 2b can be deprioritized.
Proposal 2: Considering the functionality entity mapping of all three use cases, Solution 2a and Solution 2b, where model is transferred from CN (except LMF) to UE, can be deprioritized .
Further analysis on Solution 1a
During RAN2 #121 meeting discussion, all other solutions except solution 1a has dependency with other WGs. Therefore, in this contribution, we mainly focus on solution 1a, where RAN2 could further progress and consider how to support model transfer with limited optimization.
It was captured in R2-2302268 [1], solution 1a has following limitations:
1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE
For the 1st and 2nd limitation, as discussed earlier in above table, the model can be either stored at OAM or gNB. Though the existing RRC signaling cannot support large size of AI/ML model’s transfer due to limited segmentation number, we think increasing the support the number of RRC segmentation is not a challenging issue. 
Furthermore, whether to use existing SRB or a new SRB was also discussed. As mentioned earlier, the AI/ML model is not an urgent task and does not require time critical  transmission. Similar as QoE, a new low priority SRB is used to carry AI/ML model. The priority of this new SRB can be the same as SRB4 for Rel-17 QoE. For the case where AI/ML model is initially transmitted from OAM, if segmentation is needed, similar as OAM, the segmentation can be done at RRC layer.
For 3rd limitation, to support continuity during handover, it can be solved by simply extending PDCP reestablishment to SRB and retaining the segments that were transferred successfully before HO without fundamentally changing NG-RAN architecture or introducing a new concept of DRBs to carry user plane data only to RAN. 
As captured in TS38.323 [2], current PDCP entity reestablishment does not support for SRB. To achieve continuity during handover, this could be simply achieved by extending current PDCP entity reestablishment to this new SRB used for AI/ML model.
	When upper layers request a PDCP entity re-establishment, the transmitting PDCP entity shall:
-    for SRBs (except SRBx for AI/ML model) and UM DRBs, set TX_NEXT to the initial value;
-    for SRBs (except SRBx for AI/ML model), discard all stored PDCP SDUs and PDCP PDUs;
-    for SRBx (for AI/ML model) and AM DRBs whose PDCP entities were not suspended, from the first PDCP SDU for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by lower layers, perform retransmission or transmission of all the PDCP SDUs already associated with PDCP SNs in ascending order of the COUNT values associated to the PDCP SDU prior to the PDCP entity re-establishment as specified below:
-    …
-    submit the resulting PDCP Data PDU to lower layer, as specified in clause 5.2.1.
When upper layers request a PDCP entity re-establishment, the receiving PDCP entity shall:
[bookmark: Signet15]-    process the PDCP Data PDUs that are received from lower layers due to the re-establishment of the lower layers, as specified in the clause 5.2.2.1;
-    for SRBs (except SRBx for AI/ML model), discard all stored PDCP SDUs and PDCP PDUs;
-    for SRBs (except SRBx for AI/ML model), UM DRBs and UM MRBs, if t-Reordering is running:
-    stop and reset t-Reordering;
-    for UM DRBs and UM MRBs, deliver all stored PDCP SDUs to the upper layers in ascending order of associated COUNT values after performing header decompression;
-    for SRBs (except SRBx for AI/ML model), UM DRBs and UM MRBs, set RX_NEXT and RX_DELIV to the initial value;


Furthermore, as discussed in the companion contribution [3], if the model is not fully transmitted to the UE and the UE is handed-over to another cell, the model might need continue transmitted to the UE if the network required so. Therefore, to support model transfer/delivery continuity when RRC segmentation is needed for model transfer/delivery, a UE needs to temporarily store the received RRC segments, and reassemble if needed after HO until all segments are received.
Proposal 3: RAN2 confirms that Solution 1a is feasible and following observations for Solution 1a are proposed to be captured in the TR:
· model can be stored at OAM, and transmitted to NG-RAN for model transfer
· increase the number of supported RRC Segmentation to support large model size. 
· A new low priority SRB is introduced to carry AI/ML model.
· during HO, PDCP reestablishment is applicable to this new SRB.
· RRC segments storage during HO and reassemble after HO is needed in RRC.
Specification Effort
With above analysis for solution 1a, below we provide an initial view on the specification effort of different solutions with reasons:
	
	Pros
	Cons
	Specification Effort

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and egmentation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. Gnb can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the Gnb to send new/updated AI/ML to the UE
	Small
· increase RRC segment number, support RRC segment storage and reassemble
introduce a new low priority SRB, where PDCP reestablishment is support for service continuity 

	Solution (2a and )3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to Gnb, it could be tricky to get Gnb involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side
	Medium 
· may involve other WGs, e.g. SA2
CN is not considered as training entity for three use cases

	Solution 1b
	1. The network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at Gnb for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward
	Large
the solution requires architecture changes, e.g. introducing new protocol layer; or change DRB establishment fundamental rules

	Solution (2b and )3b
	1. The network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework
	Large 
· it’s unclear the benefit of using CP signaling if model storage is not at CN
CN is not considered as training entity for three use cases

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic
	No impact
no 3GPP impact


Proposal 4: RAN2 to adopt above table with specification effort for different solutions in the TR.
Conclusion
In this contribution, we analyze the general architecture impact to model transfer method:
Observation 1: Proactive model transfer/delivery requires more memory at the UE side to store multiple AI/ML models.
Proposal 1: RAN2 to adopt below table when comparing proactive and reactive model transfer/delivery.
	
	Proactive model transfer/delivery
	reactive model transfer/delivery

	latency requirement
	No requirement
	Relaxed

	memory cost at UE
	High
	Low

	applicability condition reporting for UE-sided model
	Not needed
(UE can switch models on its own)
	Needed
(need NW decision for model transfer/delivery)


Observation 3: Considering the functionality mapping of three use cases, for model training at network side, model inference at UE side, the model can be transferred from gNB/OAM/LMF to UE over the air interface. 
Proposal 2: Considering the functionality entity mapping of all three use cases, Solution 2a and Solution 2b, where model is transferred from CN (except LMF) to UE, can be deprioritized .
Proposal 3: RAN2 confirms that Solution 1a is feasible and following observations for Solution 1a are proposed to be captured in the TR:
· model can be stored at OAM, and transmitted to NG-RAN for model transfer
· increase the number of supported RRC Segmentation to support large model size. 
· A new low priority SRB is introduced to carry AI/ML model.
· during HO, PDCP reestablishment is applicable to this new SRB.
· RRC segments storage during HO and reassemble after HO is needed in RRC.
Proposal 4: RAN2 to adopt above table with specification effort for different solutions in the TR.
	
	Pros
	Cons
	Specification Effort

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and egmentation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. Gnb can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the Gnb to send new/updated AI/ML to the UE
	Small
· increase RRC segment number, support RRC segment storage and reassemble
introduce a new low priority SRB, where PDCP reestablishment is support for service continuity 

	Solution (2a and )3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to Gnb, it could be tricky to get Gnb involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side
	Medium 
· may involve other WGs, e.g. SA2
CN is not considered as training entity for three use cases

	Solution 1b
	1. The network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at Gnb for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward
	Large
the solution requires architecture changes, e.g. introducing new protocol layer; or change DRB establishment fundamental rules

	Solution (2b and )3b
	1. The network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework
	Large 
· it’s unclear the benefit of using CP signaling if model storage is not at CN
CN is not considered as training entity for three use cases

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5Qis for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic
	No impact
no 3GPP impact
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