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In this contribution, we discuss RRC open issues on LTM configuration and execution.
Discussion
L1-related RRC parameters
In last meeting (Aug. 2023), RAN1 concluded on RRC parameter list [1] for L1-related configurations, covering CSI report, measurement RS configurations, TCI states, and TA management. We now discuss corresponding RAN2 works.
CSI report configuration
RAN2 agreed that CSI report configuration is included in serving cell configurations. RAN1 left for us two options of CSI report configurations in [1]. In Option 1, CSI-ReportConfig is reused, with additional information contained in a new IE LTM-ReportContent. In Option 2, a new LTM-CSI-ReportConfig is introduced. From RAN2 perspective, we believe that both methods work, but reusing CSI-ReportConfig avoid duplicating the same fields in different IE. Therefore, we prefer Option 1.
Proposal 1:	For CSI report configuration, RAN2 should adopt Option 1 (reusing CSI-ReportConfig) in RRC parameter list.
CSI resource configuration  
According to RAN1 RRC parameter list, the CSI resources (i.e., SSBs) of candidates are configured in one list (ltm-csi-SSB-ResourceList), and there is another parallel list (ltm-CandidateId-list) indicating the candidate ID of each SSB. The method resembles that in Rel-17 inter-cell beam management. From RAN2 perspective, such configuration (with lists covering SSBs from multiple candidates) allows easier UE measurement behaviour, although it may lead to more frequent reconfiguration. We suggest that RAN2 follows the RRC structure proposed by RAN1. 
Considering subsequent LTM, one may argue that whether the common or different LTM-CSI-ResourceConfig is used for each candidate cell when a candidate cell becomes current serving cell in subsequent LTM. We suggest that a common list (i.e., under LTM-Config but outside each LTM-Candidate) is used. This also means that  LTM-CSI-ResourceConfig should be stored as UE variable. 
Moreover, when a candidate becomes serving cell, the candidate configuration (RRC container) may also contain CSI-ResourceConfig with SSBs the same or different from SSBs for current serving cell. We need to discuss how to handle this case, e.g., ignore one set of SSBs or merge the set. We may need to align with RAN1’s view later.
Proposal 2:	For CSI resource configuration, RAN2 follows the RRC structure proposed by RAN1.
Proposal 3:	A common list of CSI resource configurations is used by all candidates.
Proposal 4:	RAN2 should discuss how to handle the CSI resource configuration inside and outside the RRC container of selected candidate. We may align with RAN1’s view later.
TCI states
Like CSI resource configuration, there may be two kinds of TCI state lists for a candidate: outside (e.g., LTM-dl-OrJointTCI-StateToAddModList) or inside the RRC container for candidate configuration. We can also wait for RAN1 decision.
Proposal 5:	RAN2 should discuss how to handle the TCI state lists inside and outside the RRC container of selected candidate. We may align with RAN1’s view later.
Measurement-related RRC configurations are illustrated as below.


Figure 1. Measurement-related RRC configurations
Reference and candidate configurations
Generation of complete configurations
The complete configuration can be obtained in the following ways:
(1) LTM candidate is modelled as a delta configuration, and applied on top of a separate reference configuration to generate the complete configuration
(2) LTM candidate itself is a complete configuration (then reference configuration can be empty)
Unless LTM candidate configuration is complete, RAN2 agreed that candidate is modelled as a delta configuration on top of reference. In our understanding, this implies that the generation of complete configuration is done by considering reference as ‘current’ configuration and applying candidate configuration using normal delta configuration procedure.

We now discuss the feasibility of using normal delta configuration, considering different kinds of field presence and different Need codes.
Table 1. Handling fields in reference and candidate configurations
	
	Field present in both reference and candidate
	Field present reference, absent in candidate 
	Field present candidate, absent in reference 

	Mandatory
	Adopt the value from candidate
	Keep the value in reference
	Add the field from candidate

	Need M
	Adopt the value from candidate
	Keep the value in reference
	Add the field from candidate

	Need N
	(1)
	Keep the value in reference (no action)
	Add the field from candidate (no action)

	Need R
	Adopt the value from candidate
	(2)
	Add the field from candidate

	Need S
	Adopt the value from candidate
	(3)
	Add the field from candidate


While UE behaviours in most cases are straightforward, there are some cases requiring further clarifications, as shown in the table.
Case (1): Need N field present in both reference and candidate configurations.
· For ToReleaseList in candidate configuration: Release corresponding elements from reference configuration. 
· For ToAddModList in candidate configuration: Add elements not in reference configuration and modify elements in reference configuration 
· For other fields (not add/mod/release): Adopt the value from candidate. This may be different from legacy behaviour, where a Need N field causes a ‘one-time action’ and is not stored. For example, a reestablishRLC (Need N) field in candidate configuration should not trigger RLC reestablishment. Instead, RLC should be re-established upon LTM execution. To make delta configuration work in this case, we may clarify in Table 6.1.2-1 that for Need N fields that do not release, add, or modify elements in the reference, the ‘one-time action’ is taken upon LTM execution. Example text proposal is given below.
	Abbreviation
	Meaning

	Need N
	No action (one-shot configuration that is not maintained)
Used for (configuration) fields that are not stored and whose presence causes a one-time action by the UE. Upon receiving message with the field absent, the UE takes no action. In LTM, for fields in ltm-CandidateConfig that do not release, add, or modify elements in reference configuration, the one-time actions do not take place when generating the complete configuration (by applying candidate configuration on top of reference configuration); UE performs corresponding actions upon LTM execution instead. 



With such operation, there should be no ‘ToReleaseList’ in reference configuration; we can add a NOTE in RRC to clarify this. Notice that ‘SetupRelease’ type of fields (Need M) in value release are equivalent to ‘ToReleaseList’, and such fields should not be present in reference configuration.
Case (2): Need R fields present reference, but absent in candidate configuration
· If candidate is applied on top of reference configuration using normal delta configuration procedure, according to the rules in Clause 6.1.2, TS 38.331, such fields should be removed from the complete configuration. 
· This implies that the reference configuration should not include Need R fields, and network must ensure that Need R fields that should present in the complete configurations are always included in candidate configurations. We can add a NOTE to clarify this.
Case (3): Need S fields present reference, but absent in candidate configuration
· Following delta configuration rules, the field description or procedure specifies UE behaviour performed upon receiving a message with the field absent (e.g., default values to be adopted). We believe that this rule can be applied to fields absent in candidate configurations, as long as network ensures proper UE behaviour. We can clarify this with a NOTE.
Based on the above discussion, we suggest that when generating complete configuration from reference and candidate configurations, normal delta configuration procedure is applied, and thus we do not need a specific clause in RRC to describe this procedure. The meaning of Need N field can be amended to clarify when the one-time action should take place. Several NOTEs can be added to clarify expected network behaviors.
We have the following proposals:
Proposal 6: When generating complete configuration from reference and candidate configurations, normal delta configuration procedure is applied. 
Proposal 7: In Table 6.1.2-1, TS 38.331, modify the meaning of Need N field to clarify that in LTM, for fields in ltm-CandidateConfig that do not release, add, or modify elements, the ‘one-time actions’ do not take place when generating the complete configuration (by applying candidate configuration on top of reference configuration). UE performs corresponding actions upon LTM execution instead.
Proposal 8: Consider the following NOTEs in RRC Clause 6.1.2 to clarify expected network behaviors:
· When generating complete configuration from reference and candidate configurations, ‘current’ refers to the reference configuration, and ‘message’ refers to the candidate configuration.
· There should not be ‘ToReleaseList’ (Need N) and ‘SetupRelease’ type of fields (Need M) in value 'release’ in reference configuration.
· For Need R fields: Reference configuration should not include Need R fields, and network includes Need R fields that are expected to present in complete configuration in the candidate configuration.
· For Need S fields: Network must ensure correct UE behaviour when a Need S field is absent in the candidate configuration.
NR-DC for LTM
In last RAN2 meeting, we discussed supported NR-DC scenarios, and made the following working assumption.
	· 1b) The case of PCell change (MCG) by LTM, without SCG, is supported (If there is an SCG configuration it is released at LTM execution). 
· 2b) The case of SCG LTM, without MN involvement is supported 
· as a working assumption (can be revisited e.g. at the last meeting), it is assumed that other MCG/SCG cases are not supported.


Supported NR-DC cases
We first discuss the feasibility of the above scenarios. MCG LTM is the baseline scenario and should be supported by default. For SCG LTM, even though the latest revised WID [2] states “prioritizing MCG”, we believe that SCG LTM without MN involvement can be supported with minimum standardization efforts. Therefore, we suggest that RAN2 confirm the working assumption, i.e., two NR-DC scenarios are supported in LTM: (1) MCG LTM without SCG, and (2) SCG LTM without MN involvement.
Proposal 9: LTM supports the following NR-DC cases: 
(1) MCG LTM without SCG (If there is an SCG configuration it is released at LTM execution), and
(2) SCG LTM without MN involvement
SCG/split bearer handling in MCG LTM
If the working assumption is confirmed, SCG should be released at MCG LTM. Then we need to discuss how to handle SCG/split bearers, if exist, upon MCG LTM execution. We see the following cases:
· SN terminated SCG bearers can be reconfigured as SN terminated MCG bearers, with PDCP recovery. Note that since change of security key is not supported in LTM, SN terminated SCG bearers cannot be reconfigured as MN terminated MCG bearers.
· MN terminated SCG bearers can be reconfigured as MN terminated MCG bearers, with PDCP recovery
Both cases require SN involvement, also we need to know whether and how PDCP recovery is supported in LTM. Note that network may releases SCG before LTM command, but this involves RRC reconfiguration procedure, and thus void the benefit of short mobility latency which LTM brings. We suggest RAN2 discussion on how to handle SCG/split bearers, if exist, upon MCG LTM execution
Proposal 10:	 RAN2 should discuss how to handle SCG/split bearers, if exist, upon MCG LTM execution. 
Early RACH for inter-DU LTM candidates
RACH-less LTM is supported by UE performing early RACH towards candidate cells. Early RACH is triggered by source cell via PDCCH, carrying information of CFRA resources in the candidate cell towards which performs RACH. Intra-DU operation is relative straightforward, as all processes are inside one DU. For inter-DU, when a preamble is received by a candidate cell:
· The candidate DU finds the source DU, and passes measured TA value and other required information to source DU.
· Source DU identifies the UE based on information from candidate DU (e.g., preamble index and RACH occasion). The inter-DU signalling details should be discussed in RAN3
In RAN2#121bis meeting, we made the following agreements about sharing preamble resource among multiple UEs.
	· From RAN2 perspective, to enable shared preamble resource among multiple UEs, it is beneficial that the information that identifies the allocated CFRA resource (i.e., SS/PBCH index, RACH occasion, and Random Access Preamble index) can be indicated in the PDCCH order (as legacy intra-cell PDCCH order). 


The above agreement implies that preamble resources of a candidate cell is not pre-configured to individual UEs but provided in the PDCCH order by source cell instead. Then source DU needs to know which preamble resource can be used for its UE to send PRACH. To support this, one solution is that serving and candidate DUs coordinate before the serving DU sends the PDCCH order for early RACH. However, this introduces longer latency and may delay LTM execution. Another solution is to assign a subset of candidate cell’s preamble resources to each serving DU, and the serving DU always allocates preamble resources from the given subset when ordering its UE to perform early RACH towards corresponding candidate cell. RAN2 should discuss how a candidate cell identifies the source DU upon receiving a preamble for early RACH, and the need of such candidate cell preamble resource partitioning for potential source DUs. We may also feedback the conclusion to RAN3.
Proposal 11:	RAN2 should discuss how a candidate cell identifies the source DU upon receiving a preamble for early RACH, and the need of candidate cell preamble resource partitioning for potential source DUs. We may also feedback the conclusion to RAN3.
‘ReconfigurationWithSync’ for LTM
In RRC-based handover, the ReconfigurationWithSync IE indicates UE to perform synchronization towards target cell, and carries necessary information such as new UE ID, SpCell common configurations, SMTC, etc. In LTM, we expect to see an IE with such purposes in RRC configuration. We need to decide whether to reuse reconfiguraionWithSync, or to introduce a new IE. According to RRC, UE mainly performs the following actions to execute a reconfiguration with sync:
· Starting/stopping timers
· Synchronization 
· Reconfiguration
· L2 reset
While other parts should also be performed in LTM, one major concern about reusing ReconfigurationWithSync in LTM is that its presence always leads to synchronization procedures (In contrast, the ‘mobilityControlInfo’ in LTE looks more neutral). However, in LTM we prefer early synchronization to allow faster cell switch. Since LTM is a ‘handover’ procedure triggered by L1 measurements, most steps in RRC-based reconfiguration with sync should be performed upon LTM cell switch. Therefore, we can reuse reconfiguraionWithSync in LTM and avoid duplicating the procedures in RRC specifications. Then RAN2 should discuss how to handle the synchronization issue and if there are any steps in reconfiguration with sync that should not be performed in LTM.
Proposal 12:	Reuse reconfigurationWithSync in LTM and discuss (1) how to handle the synchronization issue and (2) if there are any steps in reconfiguration with sync that should not be performed in LTM.
Conclusion
It is proposed to discuss and decide on the following proposals:
L1-related RRC parameters
Proposal 1:	For CSI report configuration, RAN2 should adopt Option 1 (reusing CSI-ReportConfig) in RRC parameter list.
Proposal 2:	For CSI resource configuration, RAN2 follows the RRC structure proposed by RAN1.
Proposal 3:	A common list of CSI resource configurations is used by all candidates.
Proposal 4:	RAN2 should discuss how to handle the CSI resource configuration inside and outside the RRC container of selected candidate. We may align with RAN1’s view later.
Proposal 5:	RAN2 should discuss how to handle the TCI state lists inside and outside the RRC container of selected candidate. We may align with RAN1’s view later.
Reference and candidate configurations
Proposal 6: When generating complete configuration from reference and candidate configurations, normal delta configuration procedure is applied. 
Proposal 7: In Table 6.1.2-1, TS 38.331, modify the meaning of Need N field to clarify that in LTM, for fields in ltm-CandidateConfig that do not release, add, or modify elements, the ‘one-time actions’ do not take place when generating the complete configuration (by applying candidate configuration on top of reference configuration). UE performs corresponding actions upon LTM execution instead.
Proposal 8: Consider the following NOTEs in RRC Clause 6.1.2 to clarify expected network behaviors:
· When generating complete configuration from reference and candidate configurations, ‘current’ refers to the reference configuration, and ‘message’ refers to the candidate configuration.
· There should not be ‘ToReleaseList’ (Need N) and ‘SetupRelease’ type of fields (Need M) in value 'release’ in reference configuration.
· For Need R fields: Reference configuration should not include Need R fields, and network includes Need R fields that are expected to present in complete configuration in the candidate configuration.
· For Need S fields: Network must ensure correct UE behaviour when a Need S field is absent in the candidate configuration.
NR-DC for LTM
Proposal 9: LTM supports the following NR-DC cases: 
(1) MCG LTM without SCG (If there is an SCG configuration it is released at LTM execution), and
(2) SCG LTM without MN involvement
Proposal 10:	 RAN2 should discuss how to handle SCG/split bearers, if exist, upon MCG LTM execution. 
Early RACH for inter-DU LTM candidates
Proposal 11:	RAN2 should discuss how a candidate cell identifies the source DU upon receiving a preamble for early RACH, and the need of candidate cell preamble resource partitioning for potential source DUs. We may also feedback the conclusion to RAN3.
‘ReconfigurationWithSync’ for LTM
Proposal 12:	Reuse reconfigurationWithSync in LTM and discuss (1) how to handle the synchronization issue and (2) if there are any steps in reconfiguration with sync that should not be performed in LTM.
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