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1 Introduction
In this paper, we want to analyse the methods for model transfer/delivery, model monitoring, model ID management and others. As for model transfer/delivery, some principles are agreed in last RAN2 meeting.
	Model transfer/delivery can be initiated in following two ways:

Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.

FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


2 Discussion
2.1 Prioritization of the solutions for Model transfer/delivery and its impact
From our view, we want to discuss and focus on the most suitable solution applying to model transfer between UE and gNB, model delivery between UE and CN(except for LMF), model delivery between UE and LMF, and model delivery between UE and server separately. 

For model transfer between UE and gNB, the solution 1a/1b are proposed. The CP-based solution 1a is more suitable for delivering small size model and can work without large spec impact. Although it faces the challenges of model size limitation, mobility etc. Some potential enhancement like segmentation and data forwarding can be further discussed. As for the UP-based solution 1b, significant spec changes is foreseen to make model data terminate at gNB which may involve inter-WGs work. Thus, the solution 1a is preferred. 
For model delivery between UE and CN, the solution 2a/2b are proposed. In our view, CN solution should serve for large size model delivery. The assumption is when model is trained in CN, it should be more generalization than the model trained in gNB. Also the training data set will be huge in order to include the samples in various scenarios. To train such a generalization AIML model, a more complex model structure is needed to extract the inner association of huge training data set and avoid overfitting, which also means the model size is bigger relatively. With above consideration, we preferred the solution 2b.

For model delivery between UE and LMF, the solution 3a/3b are proposed. The CP-based solution 3a will use NAS signalling to delivery positioning AIML model. It faces the model size limitation because NAS signalling is also carried by RRC signalling. We assume the model trained in LMF is still a generalization model. Thus, UP-based solution 3b is more suitable for large model size delivery and is preferred, but we are still open for the solution 3a.

Some progress on UP-based solution in positioning are provided below:
	A secure user plane connection will be established between UE and LMF according to the latest SA2 progress captured in TS 23.273, and some preconditions are described below:

Precondition：
UE uses URSP which includes user plane positioning related PDU session parameters (e.g. a dedicated DNN and S-NSSAI) to establish a PDU session used for user plane positioning. SMF should select a PSA UPF (located in central site or local site) connecting with the LMF for this PDU session, based on S-NSSAI, DNN and UE location information, etc.


As we can see, one PDU Session for positioning will be established (or be reused) between UE and the UPF who connects to the LMF. In this way, LPP message will be routed by UPF to LMF when UP solution works. If our understanding is right, the PDU session is still terminated at UPF. 
For model delivery between UE and server, the solution 4 is proposed. It is the way outside 3GPP however it works if offline negotiation between vendors is acceptable. We can accept it.

Proposal 1: RAN2 prioritizes the solution 1a/2b/3b/4.
If the solution 1a is used, in order to reduce the impact on existing RRC signalling, the model should be transferred/delivered using a new RRC message. And a new SRB should also be defined to avoid competing with other SRB. In this way, the urgent control signalling will not be infected. The priority of the new defined SRB can be further discussed.

Proposal 2: If the solution 1a is used, new SRB should be defined and its priority can be discussed.
Considering the maximum payload size of RRC signalling, in order to transfer/deliver the model larger than 9kbyte, the RRC segmentation should be applied. And if model size is pretty large, RAN2 should consider to use UP-based solutions to avoid signalling overhead.
Proposal 3: If the solution 1a is used, RRC segmentation can be considered.

One issue of the solution 1a is mobility issue. If HO happens during model transfer/delivery, the model may need to be retransmitted totally in the target gNB. However, the target gNB may not have the UE needed model if the model is deployed only in specific cells. 

To avoid retransmitting the part of model that has been received by UE in source cell and to make the model be received completely and work normally, the mobility optimization should be considered, e.g., enhancement to HO procedure (e.g., data forwarding) to enable the lossless of model transfer/delivery. 

Proposal 4: If the solution 1a is used, the lossless of model transfer/delivery during handover is needed.

From our view, the model LCM should be executed in RAN (i.e., UE or gNB) for those RAN AI use cases in Rel-18. If the solution 2b/3b are used, how to make CN participate in RAN model LCM need to be considered. 

The decision of model LCM may include the change the used model (model switching/selection etc) and model update. Thus, the interaction between RAN and CN should be considered. For example, a model transfer/deliver procedure may be initiated by RAN LCM. And CN may also be responsible for model update based on the RAN triggered request. 
Proposal 5: If the solution 2b/3b are used, the interaction between RAN and CN should be considered for RAN model LCM.
2.1 Model monitoring
The generalization of AIML model should be considered because AIML model may outperform than traditional method only in some cases. The issue of generalization may result in that AIML model performance will degrade rapidly (even lower than traditional method) in some configuration.

The AIML life cycle management is introduced for consistent and guaranteed network performance. Thus, the study of AIML LCM is important. And model monitoring is the basic function of model LCM, as Network/UE needs to monitor AIML model performance and evaluate the scenario (e.g., NW configuration and sites), so that model switching/model selection (e.g., pick up a more suitable model from prepared models repository), model update (e.g., update the used model) or fallback (e.g., use legacy AIML model or use the legacy mechanism) can be performed based on model monitoring result for guaranteed network performance.

Furthermore RAN1 had agreed the followings in RAN1#110be:

	Agreement

For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 

· Network-initiated

· UE-initiated, requested to the network

· Decision by the UE

· Event-triggered as configured by the network, UE’s decision is reported to network

· UE-autonomous, UE’s decision is reported to the network

· UE-autonomous, UE’s decision is not reported to the network

FFS: for network sided models

FFS: other mechanism


According to above analysis for model LCM and RAN1 agreements, the functionality of model LCM (i.e., Management Function) can locate at gNB and UE, and model monitoring may also execute in gNB and/or UE for the purpose of collecting monitoring data which is used by Management function. Some cases are as follows:
· Alt1: gNB decided LCM, and gNB performs model monitoring. It may totally be gNB implementation.
· Alt2: gNB decided LCM, and UE performs model monitoring and reports the monitoring data to gNB. UE may need to know what should be recorded and reported, thus NW configuration may be needed.
· Alt3: UE decided LCM, and UE performs model monitoring. It may depends on UE implementation or may also be controlled by NW e.g., the monitoring metrics and/or management policy should be configured by NW.
· Alt4: UE decided LCM, and gNB performs model monitoring and reports to UE. gNB may need to transfer monitoring result or assistance information to UE.
According to above analysis, from our side, if model monitoring is performed at UE and/or model LCM is decided by UE, those monitoring metrics and management policy may need to be indicated to UE. RAN2 should consider related signaling enhancement to indicate UE the model monitoring metrics including monitoring objectives, and management policy including conditions or events to trigger model LCM like model update (e.g., model fine-tuning, model selection, (de)activation, switching or fallback). Those model monitoring metrics and management policy may be use case specific which needs more input from RAN1.
Proposal 6: If monitoring function is located at UE, network should configure UE the monitoring metrics for model LCM.
Proposal 7: If Management function is located at UE, network may configure UE the management policy for model LCM.
2.2 Model ID management
Model ID is agreed for model LCM purposes. And both RAN1 and RAN2 had confirmed that model ID should be global. However, the number of AIML models will increase rapidly considering AIML model may be cell specific (which means that there will be lots of AIML models for kinds of scenarios) or be updated frequently (which means there will be plenty of versions of AIML model even for the same model). Also considering new AIML use cases will definitely be introduced in future. The hard-coded way for model ID management is not flexible.

A more flexible and efficient way for model ID management is to be controlled by NW. The namespace of model ID is limited, NW should control the model ID allocation and recycling to make sure that the allocated model ID is global and has no conflict with others. Meanwhile, NW should recycle the model ID that hasn’t been used anymore so that it can be reassigned to new AIML model.   
Proposal 8: In order to assign a global Model ID, Model ID management including allocation and recycling should be controlled by NW.
2.3 The synchronization of two-sided model
The two-sided model should take effective simultaneously, otherwise the performance of model inference cannot be guaranteed. For instance, NW-sided model A begins to work but UE-sided model A hasn’t been activated and it is UE-sided model B still works. In this case, the UE generated CSI may not be understood by NW.

The direct way to solve the issue is to use lower layer signaling like DCI or MAC CE to activate/de-activate the UE-sided model. Although transmission delay still exists but we think it is acceptable. Another way is to set an activation time between UE and NW. And this time is used to control activation/deactivation of UE-sided model and NW-sided model. If go this way, the time may be carried in RRC signaling or MAC CE. For simplicity, we prefer the direct way, i.e., MAC CE and DCI can be used to simultaneously (de)activate and switch of the two-sided model.
Proposal 9: MAC CE and DCI can be used to simultaneously (de)activate and switch of the two-sided model.
3 Conclusion

In this contribution we analyze the impact of the solutions for model transfer/delivery, model monitoring, model ID management and others and made the following proposals:
Proposal 1: RAN2 prioritizes the solution 1a/2b/3b/4.
Proposal 2: If the solution 1a is used, new SRB should be defined and its priority can be discussed.
Proposal 3: If the solution 1a is used, RRC segmentation can be considered.

Proposal 4: If the solution 1a is used, the lossless of model transfer/delivery during handover is needed.

Proposal 5: If the solution 2b/3b are used, the interaction between RAN and CN should be considered for RAN model LCM.
Proposal 6: If monitoring function is located at UE, network should configure UE the monitoring metrics for model LCM.
Proposal 7: If Management function is located at UE, network may configure UE the management policy for model LCM.
Proposal 8: In order to assign a global Model ID, Model ID management including allocation and recycling should be controlled by NW.
Proposal 9: MAC CE and DCI can be used to simultaneously (de)activate and switch of the two-sided model.
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