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1. Introduction
[bookmark: Proposal_Pattern_Length]In Rel-18 WIDs, selective activation of the cell groups is introduced to support subsequent CPC/CPA procedure to avoid frequently RRC reconfiguration [1].
	To specify mechanism and procedures of NR-DC with selective activation of the cell groups (at least for SCG) via L3 enhancements
· To allow subsequent cell group change after changing CG without reconfiguration and re-initiation of CPC/CPA [RAN2, RAN3, RAN4]
Note 4: A harmonized RRC modelling approach for objectives 1 and 2 could be considered to minimize the workload in RAN2.



In RAN2#123, the following agreements have been made [2].
	For subsequent CPAC it is useful to support use of A3 A5
A3 A5 is supported with SN-initiated subsequent CPAC
For MN-initiated subsequent CPAC,  MN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. MN triggers the procedure as defined in Section 10.5.2 and Section 10.2.2 of TS 37.340 in the endorsed running CR.
For SN-initiated inter-SN subsequent CPAC, SN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. source SN triggers the procedure as defined in Section 10.5.2 of TS 37.340 in the endorsed running CR.
For MN-initiated subsequent CPAC, the execution condition configuration is provided as following:
MN generates the execution conditions (A4 event) for initial CPAC execution, and the measID refers to the measurement configuration associated with MCG;
candidate SN generates the execution conditions (A3/A5 event)  for subsequent CPC execution, and the measID refers to the measurement configuration associated with SCG.
UE autonomously releases the subsequent CPAC configurations in the following cases: upon RRC re-establishment and RRC release (to RRC_IDLE and/or RRC_INACTIVE)
No need for an optimized single-indication-release of CPAC configuration. Can rely on explicit release for other cases. 
Will support the SA3 solution, i.e. update of Sk-counter at inter-SN-mobility, based on pre-configured multiple Sk-counter. UE need to know when Sk counter need to change.



In this contribution, we would share our views on the remaining issues of the subsequent CPAC. To shorten the article, we use “S-CPAC” as an abbreviation of subsequent CPAC.
1. Discussion
[bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK134][bookmark: OLE_LINK135][bookmark: OLE_LINK342][bookmark: OLE_LINK343][bookmark: OLE_LINK513][bookmark: OLE_LINK523][bookmark: OLE_LINK62]Maintenance of SK-Counter
As agreed in the previous meeting, the solution proposed by SA3 is supported by assigning the UE a list of SK-Counter values for each SN. Upon the execution of an inter-SN mobility, the UE changes the SK-Counter value by selecting an unused value in the corresponding SK-Counter list. Based on the agreed solution, some issues are further identified, and we discuss them in this section.
The first issue is how the lists of SK-Counter values are configured. For the issue, we propose two options as follows.
· Option 1-1: For each S-CPAC configuration, an IE related to SK-Counter is included in the RRCReconfiguration for the condRRCReconfig.
· Option 1-2: An IE related to SK-Counter is separately configured from the S-CPAC configuration.
For Option 1-1, the IE can replace the SK-Counter originally in the RRCReconfiguration. Upon an inter-SN mobility, the UE can directly apply the RRCReconfiguration and select an SK-Counter value from the list. Since the S-CPAC configurations are not released upon every CPAC execution, there is no concern that the SK-Counter value may need to be reconfigured if the SK-Counter-related IE is included in the RRCReconfiguration. For Option 1-2, the IE is a ToAddMod-like IE and is used to associate the SK-Counter values and the S-CPAC configurations and can be contained in the ConditionalReconfiguration. As a result, it needs an ID (like the condReconfigId in the condReconfigToAddMod) to identify an association between a list of SK-Counters and a list of S-CPAC configurations.
In our view, the options are both applicable, but option 1-2 is more preferable. Firstly, we start from the perspective of the complexity upon the reconfiguration or the release of the SK-Counter-related configurations. In option 1-1, the UE needs to modify or release the SK-Counter values in the RRCReconfiguration of each associated S-CPAC configuration, whereas in option 1-2, the UE only needs to modify or release the SK-Counter value in the SK-Counter-related IE. Secondly, we analyze the options from the perspective of the signalling overhead. In option 1-1, more signalling overhead is introduced than in option 1-2 since the redundant SK-Counter-related configurations appear in each S-CPAC configuration. Thirdly, we analyze from the perspective of the complexity upon an S-CPAC execution. In option 1-1, the UE can just apply the RRCReconfiguration and select an SK-Counter value from the SK-Counter list, while in option 1-2, the UE needs to find the ToAddMod entry related to the executed S-CPAC execution and then select the SK-Counter value. From the above analysis, considering that the number of configured S-CPAC candidates may not obviously affect the complexity, we prefer option 1-2 with less signalling overhead.
Observation 1: For the configuration of SK-Counter, Option 1-2 (separate IE for SK-Counter-related configuration) yields less signalling overhead.
Proposal 1: An IE related to the SK-Counter is separately configured from the S-CPAC configuration.

The second issue is how a UE identifies an inter-SN mobility. For this issue, we propose to include the information related to the S-CPAC configurations associated with the same SN into the SK-Counter-related IE. We identify two options as follows.
· Option 2-1: The SK-Counter-related IE includes a list of PCIs of the candidate PSCells in the same SN. The SK-Counter list in the SK-Counter-related IE is applicable when the UE is connected to the PSCells in the PCI list of the same SK-Counter-related IE.
· Option 2-2: The SK-Counter-related IE includes a list of condReconfigId associated with the same SN. The SK-Counter list in the SK-Counter-related IE is applicable when the UE is connected to the PSCells associated with the condReconfigId list of the same SK-Counter-related IE.
 If Option 2-1 is combined with Option 1-1, a UE can identify an inter-SN mobility when the PCI list in the executed S-CPAC configuration does not contain the PCI of the current PSCell. If Option 2-1 is combined with Option 1-2, a UE can identify an inter-SN mobility when the SK-Counter list corresponding to the PCI of the current PSCell is different from that corresponding to the PCI of the target PSCell.
On the other hand, if Option 2-2 is combined with Option 1-1, a UE can identify an inter-SN mobility when the condReconfigId list in the executed S-CPAC configuration does not contain the condReconfigId associated with the current PSCell. If Option 2-2 is combined with Option 1-2, a UE can identify an inter-SN mobility when the SK-Counter list corresponding to the condReconfigId associated with the current PSCell is different from that corresponding to the condReconfigId of the executed S-CPAC configuration.
In our view, Option 2-1 is more preferable because the very first source PSCell may not be configured as a candidate for S-CPAC; namely, Option 2-2 is applicable only when the first source PSCell is also configured as a S-CPAC candidate by the network.
Observation 2: For the identification of inter-SN mobility, additional S-CPAC related information can be included into the SK-Counter-related IE, and Option 2-2 (condReconfigId) may not be applicable in some cases.
Proposal 2: An SK-Counter-related IE contains a list of PCIs of the candidate PSCells in the same SN, and the SK-Counter list in the SK-Counter-related IE is applicable when the UE is connected to the PSCells in the PCI list of the same SK-Counter-related IE.

The third issue is how the UE selects the SK-Counter value from the configured SK-Counter list associated with an SN. Three options can be considered as the following bullet; however, the selection of the option should be based on a joint consideration of the options in the fourth and the fifth issues. As a result, a joint discussion is provided after the option descriptions for the fifth issue.
· Option 3-1: The UE randomly selects a SK-Counter value from the unused SK-Counter value in the SK-Counter list.
· Option 3-2: The UE selects the SK-Counter value in the order (from the first configured value to the last one) in the SK-Counter list.
· Option 3-3: The UE always selects the SK-Counter value of the first entry of the SK-Counter list.
In Option 3-1, the UE selects the SK-Counter values randomly from the unused values in the SK-Counter list. This implies that a UE needs to be aware of which values are unused. As a result, if Option 3-1 is supported, we need to handle the used SK-Counter; that is, Option 5-1 or Option 5-2 is required. Also, the UE needs to indicate the randomly selected SK-Counter value to the network, so either Option 4-1 or Option 4-2 is necessary.
In Option 3-2, the UE selects the SK-Counter value in the order in the SK-Counter list. For example, if the SK-Counter list associated with SN1 is configured as {C1, C2, C3}, the UE applies C1 upon the first CPC towards SN1, C2 upon the second CPC towards SN1, and C3 upon the third CPC toward SN1.
In Option 3-3, the UE always selects the SK-Counter value of the first entry of the SK-Counter list. To prevent the UE from selecting a used value, Option 3-3 should be combined with Option 5-1 so that the first entry of the SK-Counter list is not the same upon every CPC toward a target SN. In addition, Option 3-3 can be combined with Option 4-3 and Option 5-1 for SK-Counter list alignment between the UE and the network.
The fourth issue is how to indicate the network the selected SK-Counter value. Three options are identified as follows.
· Option 4-1: The UE includes the selected SK-Counter value in the RRCReconfigurationComplete message upon the execution of S-CPAC.
· Option 4-2: The UE includes an index indicating the selected SK-Counter value in the RRCReconfigurationComplete message upon the execution of S-CPAC.
· Option 4-3: No indication is needed.
In Option 4-1, the UE includes the selected SK-Counter value in the RRCReconfigurationComplete message upon executing an S-CPAC configuration. However, for the security concern, transmission of SK-counter value is not much desirable.
In Option 4-2, the UE includes an index indicating the selected SK-Counter value in the RRCReconfigurationComplete message upon executing an S-CPAC configuration. This method achieves the same result as Option 4-1 but with less security concerns.
In Option 4-3, there is no other specified UE behavior. Option 4-3 can be combined with Option 3-3 and Option 5-1 to align the SK-Counter list between the UE and the network, described as follows. Upon an S-CPAC execution, the MN knows the selected PSCell via legacy RRCReconfigurationComplete message. Hence, the MN can identify whether the UE has executed an inter-SN CPC. In intra-SN CPC case, since the key is not changed, the network and the UE keep using the current SK-Counter value. In inter-SN CPC case, the UE releases the SK-Counter used in the source SN, so similarly, the MN should release the SK-Counter used for the connection to the source SN. In this way, for both the UE and the network, the currently maintained first SK-Counter entry in the SK-Counter list associated with the source SN are the same (i.e., the previously maintained second SK-Counter entry in the list).
The fifth issue is the handling of the used SK-Counter. Three options are identified as follows.
· Option 5-1: The used SK-Counter value is automatically released from the SK-Counter list.
· Option 5-2: The used SK-Counter is stored in another list to avoid being selected.
· Option 5-3: No need to handle the used SK-Counter.
In Option 5-1, the used SK-Counter value is automatically released from the SK-Counter list. To align the maintained SK-Counter list in the UE and in the network, the network should also release the previously used SK-Counter value from the list, as a solution combining Option 3-3, Option 4-3, and Option 5-3 described in the fourth issue.
In Option 5-2, the used SK-Counter, either the value or the index, is stored in a list at the UE side (i.e., it is not necessary for the network to maintain such a list). Upon the execution of an inter-SN S-CPAC configuration, the UE should select an SK-Counter value which is in the associated SK-Counter list but not in the used SK-Counter list.
In Option 5-3, there is no handling of the used SK-Counter. That is, the used SK-Counter is kept stored and no other UE behavior is specified.
Before the joint analysis, we identify that Option 4-2 is always more preferable than Option 4-1 from the perspective of security, so we only consider Option 4-2 and Option 4-3 for the combination. The feasible and reasonable combinations are analyzed as follows.
· Option 3-1 + Option 4-2 + Option 5-2: Upon an inter-SN S-CPAC execution, the UE randomly selects an SK-Counter value which is in the SK-Counter list and not in the used SK-Counter list. Then the UE stores the selected SK-Counter value in the used SK-Counter list and transmits to the network the RRCReconfigurationComplete containing an index indicating the selected SK-Counter value.
· Option 3-2 + Option 4-2 + Option 5-3: Upon an inter-SN S-CPAC execution, the UE adopts the SK-Counter value according to the maintained index. The UE then includes the SK-Counter index in the RRCReconfigurationComplete message, and the network applies the SK-Counter according to the received SK-Counter index.
· Option 3-3 + Option 4-3 + Option 5-1: Upon an inter-SN S-CPAC execution, the UE applies the first SK-Counter value in the SK-Counter list associated with the target SN and removes the previous one from the list which is associated with the source SN. When receiving the RRCReconfigurationComplete message, the network also applies the first SK-Counter value in the list associated with the target SN and removes the previous one from the list which is associated with the source SN.
In our view, Option 3-2 + Option 4-2 + Option 5-3 is a preferable solution due to its simplicity. Compared with Option 3-1 + Option 4-2 + Option 5-2, the UE only maintains an increasing index instead of a list of used SK-Counter values; in addition, the selection procedure is relatively simple by choosing the SK-Counter with the given index rather than by finding the unused SK-Counter set and then selecting one. Compared with Option 3-3 + Option 4-3 + Option 5-1, the UE does not need to autonomously change the SK-Counter list, and neither does the network.
Observation 3: Option 3-2 (UE selects the SK-Counter value in ascending order) + Option 4-2 (UE includes an index indicating the selected SK-Counter value in the RRCReconfigurationComplete message) + Option 5-3 (No need to handle the used SK-Counter) is a simpler combination for handling the SK-Counter upon each CPC execution.
Proposal 3: Upon every S-CPAC execution towards an SN, the UE selects the SK-Counter value in ascending order in the list.
Proposal 4: Upon every S-CPAC execution, the UE sends to the MN the RRCReconfigurationComplete message including an index indicating the selected SK-Counter value.
Proposal 5: No need to handle the used SK-Counter; i.e., the UE does not autonomously modify the SK-Counter list
 
The sixth issue is whether to release the configured SK-Counters if subsequent CPAC configuration is released. According to the discussion so far, in case of UE autonomous release (such as RRC re-establishment and RRC release), the UE should release all the S-CPAC configurations. For such cases, the release of S-CPAC configurations can be followed by the release of SK-Counter-related configurations. Similarly, at the network side, the release of S-CPAC configurations can be performed after the transmission of the RRCRelease message. As for network-indicated release, since the network has the information of the S-CPAC configurations to be released and their associated SK-Counter lists, if the S-CPAC configuration and the SK-Counter-related configuration are configured in the same IE, the network can indicate both release/modification. That is, the network can simultaneously release the S-CPAC configurations and modify the SK-Counter-related configurations in a single RRC message. Upon receiving the RRC message, the UE then follows the indication from the network to release the S-CPAC configurations and modify the SK-Counter-related configurations.
Observation 4: For UE autonomous release cases, the SK-Counters are not needed anymore and can all be released.
Observation 5: For network explicit indication cases, the network can handle the S-CPAC release and the SK-Counter release simultaneously.
Proposal 6: For UE autonomous release cases, the UE also autonomously releases the S-CPAC configurations.
Proposal 7: For network explicit indication cases, the release/update of SK-Counter is up to the network implementation.

The last issue is the granularity of SK-Counter configuration update and release. In our view, the per SK-Counter update/release is more dynamic for the network. However, the S-CPAC procedure does not need such flexibility since it aims at reducing the air interface signalling. Hence, we propose to support the per SK-Counter list update/release.
Observation 6: Per SK-Counter update/release is more dynamic, but S-CPAC does not need the flexibility.
Proposal 8: Per SK-Counter list update/release is supported.

Signalling Details
For the design of stage-2 signalling details, we would share our views on some remaining issues, including the support of subsequent CPA, the node which initially generates the reference configuration, how and when to generate the execution conditions for S-CPAC, and whether to support the coexistence of legacy CPAC and S-CPAC. The detailed analysis and discussion are provided as follows.
The first issue is whether to support the subsequent CPA. Since SCG release is not in one of the currently agreed cases that a UE should release the S-CPAC configurations, the subsequent CPA can be supported. However, how to handle the execution conditions for subsequent CPA is needed since the execution conditions of the S-CPAC configuration may be associated with the CPC instead of the CPA. To address the issue, a simple way is that the network reconfigures the execution conditions for the CPA to the UE when SCG is released. Another option is to configure two execution conditions at the initial configuration: one for CPA and one for CPC. Considering the frequency of SCG release occurrence and the additional overhead for CPA condition, we think the former method is preferable.
Observation 7: SCG release is not in one of the currently agreed cases that a UE should release the S-CPAC configurations.
Observation 8: If subsequent CPA is supported, it is simpler for the network to explicitly configure the execution conditions for the subsequent CPA.
Proposal 9: Subsequent CPA is supported in Release 18 S-CPAC.
Proposal 10: The execution conditions for the subsequent CPA is explicitly configured by the network.

The second issue is which node initially generates the reference configuration in subsequent CPAC. In our view, to minimize the signalling overhead, the reference configuration may be the source SN or one of the target SN, depending on the commonality between the SCG configurations associated with the candidate target PSCells. Therefore, we think it is better that the MN determines the SN to generate the reference configuration and informs that SN to provide a reference configuration. In addition, the determination of generating SN can be based on the UE measurement report, the number of recommended PSCells, etc., so it is up to the network implementation for the MN to determine the generating SN.
Observation 9: The node to generate the reference configuration should be determined according to the commonality between the SCG configurations associated with the candidate target PSCells.
Proposal 11: MN determines which SN to generate the reference configuration, and the determination is up to the network implementation.

The third issue is whether to support the coexistence of legacy CPAC and S-CPAC. From the network’s perspective, the MN can configure the legacy CPAC and S-CPAC in the same condReconfigToAddModList IE, and the UE can differentiate them according to the existence of S-CPAC-related IE in the condReconfigToAddMod IE. From the UE’s perspective, the handling of CPAC and S-CPAC can be addressed according to what we have agreed so far. In our view, the support of coexistence can be based on the UE capability. For a UE supporting the coexistence, the network can configure both legacy CPAC and S-CPAC at the same time, and the UE releases the legacy CPAC and keeps the S-CPAC upon a CPAC execution. For a UE not supporting the coexistence, the network needs to ensure that the UE is not configured with legacy CPAC and S-CPAC at the same time, and this can be up to the network implementation. In addition, for the UEs capable of supporting the coexistence, the network still needs to ensure that it does not configure a legacy CPAC configuration and an S-CPAC configuration with the same condExecutionCond (or condExecutionCondSCG).
Observation 10: If a UE is capable to handle the S-CPAC and legacy CPAC simultaneously, there is no concern to inhibit the coexistence.
Proposal 12: The coexistence of S-CPAC and legacy CPAC is supported based on the UE capability.

Conclusion
Based on the above, we have the following observations and proposals.
Observation 1: For the configuration of SK-Counter, Option 1-2 (separate IE for SK-Counter-related configuration) yields less signalling overhead.
Observation 2: For the identification of inter-SN mobility, additional S-CPAC related information can be included into the SK-Counter-related IE, and Option 2-2 (condReconfigId) may not be applicable in some cases.
Observation 3: Option 3-2 (UE selects the SK-Counter value in ascending order) + Option 4-2 (UE includes an index indicating the selected SK-Counter value in the RRCReconfigurationComplete message) + Option 5-3 (No need to handle the used SK-Counter) is a simpler combination for handling the SK-Counter upon each CPC execution.
Observation 4: For UE autonomous release cases, the SK-Counters are not needed anymore and can all be released.
Observation 5: For network explicit indication cases, the network can handle the S-CPAC release and the SK-Counter release simultaneously.
Observation 6: Per SK-Counter update/release is more dynamic, but S-CPAC does not need the flexibility.
Observation 7: SCG release is not in one of the currently agreed cases that a UE should release the S-CPAC configurations.
Observation 8: If subsequent CPA is supported, it is simpler for the network to explicitly configure the execution conditions for the subsequent CPA.
Observation 9: The node to generate the reference configuration should be determined according to the commonality between the SCG configurations associated with the candidate target PSCells.
Observation 10: If a UE is capable to handle the S-CPAC and legacy CPAC simultaneously, there is no concern to inhibit the coexistence.
Proposal 1: An IE related to the SK-Counter is separately configured from the S-CPAC configuration.
Proposal 2: An SK-Counter-related IE contains a list of PCI of the candidate PSCells in the same SN, and the SK-Counter list in the SK-Counter-related IE is applicable when the UE is connected to the PSCells in the PCI list of the same SK-Counter-related IE.
Proposal 3: Upon every S-CPAC execution towards an SN, the UE selects the SK-Counter value in ascending order in the list.
Proposal 4: Upon every S-CPAC execution, the UE sends to the MN the RRCReconfigurationComplete message including an index indicating the selected SK-Counter value.
Proposal 5: No need to handle the used SK-Counter; i.e., the UE does not autonomously modify the SK-Counter list
Proposal 6: For UE autonomous release cases, the UE also autonomously releases the S-CPAC configurations.
Proposal 7: For network explicit indication cases, the release/update of SK-Counter is up to the network implementation.
Proposal 8: Per SK-Counter list update/release is supported.
Proposal 9: Subsequent CPA is supported in Release 18 S-CPAC.
Proposal 10: The execution conditions for the subsequent CPA is explicitly configured by the network.
Proposal 11: MN determines which SN to generate the reference configuration, and the determination is up to the network implementation.
Proposal 12: The coexistence of S-CPAC and legacy CPAC is supported based on the UE capability.
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