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Introduction
In last RAN2 meeting, for architecture and general part, the following agreements were achieved [1]:
	P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS.


It has been agreed in RAN2#123 meeting that for Mapping of functions to physical entities, 6 tables are agreed with multiple FFS. In this contribution, we will continue to discuss these FFS in the agreed tables for mapping of functions to physical entities, and also to discuss the possible applicability conditions for the AIML model/functionality and the related procedure/signaling impacts in RAN2. 
Discussion
0. Mapping of functions-to-entities
Based on [1], 5 out of the 6 tables contain FFS, so here we analysis the tables which involve FFS:
· For CSI feedback enhancement:
For CSI compression with two-sided model, the Table 1 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	[bookmark: OLE_LINK6][bookmark: OLE_LINK7]Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


For CSI compression, the most concerning issue is whether CN should be considered as a candidate node for model training and model transfer/delivery. Since the encode and decode for CSI compression can only be performed in the UE and in the gNB, there is no need to perform the model training in the CN node, and then no model should be transferred/delivered from CN to UE/gNB.
Proposal 1a: Remove CN node and the involved mapped entities for CSI compression use case.
For CSI compression, whether to perform monitoring at the UE side has intense debate in RAN1. In RAN1#112bis meeting, it has been agreed that:
	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


But some companies later doubt that how the UE could calculate the monitoring metric for the two-sided model, and think the resumed CSI should not be sent to the UE side. So it is proposed to enclose “UE-side: UE monitors the performance and may report to NW” in square brackets, and wait for RAN1 conclusion about it.
Proposal 1b: Enclose “UE-side: UE monitors the performance and may report to NW” in square brackets for UE-side Model/functionality monitoring of CSI compression, and wait for RAN1 conclusion about it.
Although the monitoring is performed at UE side for CSI compression, for Model/functionality control, the RAN1 agreements are:
	Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further makes decisions of model activation/ deactivation/updating/switching    


So based on the RAN1 agreements, we do not think the Model/functionality control can be decided or performed by UE. So the [FFS: UE] should be removed.
Proposal 1c: Remove [FFS: UE] for Model/functionality control for CSI compression.
· For beam management:
For beam management, the Table 2 and 3 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Similar to CSI enhancement use case, the mapped entities involves CN node should be removed since the BM use case can only be performed in the UE and in the gNB, and no CN node is involved. For gNB and OAM, it is illustrated in the RAN1 reply LS [2] that:
	Note: In RAN1’s answer to Assumption 4, RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm.


So whether the gNB and OAM should be in the scope could be decided by RAN2 on our own. Since the data collection for AIML may reuse the MDT framework and MDT data can be utilized by the OAM or by gNB, and we list the gNB and OAM node also for the training node of CSI compression, it is suggested reserving the two nodes as candidate options, for model training and for Model transfer/delivery.
Proposal 2a: Reserve the gNB and OAM for the model training and reserve gNB->UE and OAM->UE for Model transfer/delivery for beam management with UE-side model.
Proposal 2b: Remove CN node and the involved mapped entities for BM use case with UE-side model or with NW-side model.
For the BM with NW-side model, since there is no connection between the OTT-server and the gNB, the OTT server and the involved mapped entity should also be removed.
Proposal 2c: Remove OTT-server and the involved mapped entity for BM use case with NW-side model.
· For Positioning accuracy enhancement:
For positioning accuracy enhancement, the Table 4, 5 and 6 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities. And there is no FFS for Table5.
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


For positioning with UE-side model (case 1 and 2a), similar to CSI enhancement and BM use cases, the mapped entities involves CN node should be removed since the Positioning use case only have impact on UE, gNB and LMF, so no CN node should be involved.
Proposal 3a: Remove CN node and the involved mapped entity for positioning accuracy enhancement use case.
For positioning with UE-side model (case 1 and 2a), since it is appropriate for the LMF to perform model training because itself can collect the positioning data (e.g. use any of the positioning method). And for OAM, if possible, it is preferred that multiple use cases (Positioning enhancement and others) reuse the same data collection framework. So the LMF and OAM should not be excluded at this stage.
Proposal 3b: Reserve the LMF and OAM for the model training and reserve LMF -> UE and OAM -> UE for Model transfer/delivery for positioning with UE-side model (case 1 and 2a).
For positioning with gNB-side model (case 3a), it is not in RAN2 scope. But similar to UE-side model (case 1 and 2a), the LMF should not be excluded for the model training and the initiation node of Model transfer/delivery.
Proposal 3c: Reserve the LMF for the model training and reserve LMF -> UE for Model transfer/delivery for positioning with gNB-side model (case 3a).
Thus, based on above proposals, we provide the updated Table 1 - 6 in the Annex.
0. AIML model/functionality dependency
· Applicability conditions
In last meeting, it was agreed that AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. In RAN1, some various scenarios/configurations related simulation evaluation was performed for verifying the generalization performance of an AI/ML model over various scenarios/configurations. Among these various scenarios/configurations based on the RAN1 evaluation, we can observe that some of them have significant performance impacts, such as UE speeds in AI/ML based CSI prediction according to the following RAN1’s observation.
	Observation
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-10 of R1-2306059


Based on the RAN1’s simulation evaluation discussion for CSI feedback enhancement (including CSI compress and CSI prediction sub use case) use case (as an example), we extract some scenarios/configurations which could have (significant) generalization performance impacts for AI/ML model/functionality, and listed below.
Scenarios:
· Scenario 1: deployment scenarios (e.g., UMa, UMi, InH)
· Scenario 2: outdoor/indoor UE distributions
· Scenario 3: carrier frequencies
· Scenario 4: TxRU mappings
· Scenario 5: UE speeds
Configurations:
· Configuration 1: Tx port numbers (e.g., 32 ports, 16 ports)
· Configuration 2: CSI payload sizes
· Configuration 3: bandwidths
Based on the above, we can see that the impact of these scenarios/configurations on generalization performance is per sub use case related, e.g., UE speed has significant generalization performance impacts for AI/ML model/functionality for high time sensitive sub use case, such as time domain CSI prediction using UE sided model sub use case, and it has minor generalization performance impacts for AI/ML model/functionality for e.g. CSI compress sub use case.
For other use cases, e.g., BM and positioning, compared with the above scenarios/configurations, there are different scenarios/configurations which may have (significant) generalization performance impacts.
Observation 1: The impact of scenarios/configurations on generalization performance is per sub use case related.
From our perspective, these scenarios/configurations which have generalization performance impact for AI/ML model/functionality should be determined by RAN1 based on simulation evaluation results, more inputs are needed from RAN1 for the additional conditions (scenarios, sites, and datasets) for determining the signaling design in RAN2. Therefore, in the current discussion stage, we give some initial analysis of signaling procedure impacts on these scenarios/configurations which has generalization performance impact for AI/ML model/functionality in the following section.
Proposal 4: Scenarios/configurations on generalization performance impacts need to be considered per use case, and more input is needed from RAN1 based on RAN1’s simulation evaluation results.
· Related procedure/signaling impacts
For scenarios/configurations were listed above, there may be some signaling effects. We divide these scenarios/configurations into two parts for analysis purposes as follow.
Classification 1: (available at network side)
· Scenario 1: deployment scenarios (e.g., UMa, UMi, InH)
· Scenario 2: outdoor/indoor UE distributions
· Scenario 3: carrier frequencies
· Scenario 4: TxRU mappings
· Configuration 1: Tx port numbers (e.g., 32 ports, 16 ports)
· Configuration 2: CSI payload sizes
· Configuration 3: bandwidths
Classification 2 (available at UE side)
· Scenario 5: UE speeds
For scenarios/configurations in Classification 1, the NW can get to know the condition change due to it is network-configured or network implementation related. For scenario 5 in Classification 2, the parameters which are known by UE only, e.g., the UE spends. 
For UE-sided model, we observe the following situation could have signaling impacts in RAN2.
Case 1: NW gets to know the condition change, and model management by NW, e.g., model activation/deactivation/switching (Classification 1)
Case 2: UE gets to know the condition change, and model management by NW, e.g., model activation/deactivation/switching (Classification 2)
In Case 1, if NW gets to know the condition change, NW can indicate UE to perform activation/deactivation/switch model by explicit or implicit way, e.g., the network can send an explicit indication information to UE when network detects the scenarios changed (e.g., carrier frequencies changed), or the network can send changed configuration to UE which indicates UE to activation /deactivation/switch model implicitly, i.e., when the UE detects the configuration changed, the UE will perform model change.
Proposal 5: For UE-sided model, if the applicability condition is available at NW side, 
· NW can send an explicit indication to UE, e.g., when network detects scenarios changed;
· NW can send an implicitly indication to UE e.g., when the UE detects the NW configuration changed, the UE will perform model change.
In Case 2, if the UE gets to know the condition change (e.g. UE speeds changed), UE will report to network the condition change. For one potential method, the UE could report the condition change to network when it detects the condition change, and perform model activation/deactivation/switch after receiving network indication information for model change. For the other potential method, the UE could perform model activation/deactivation/switch based on the network pre-configured (e.g. threshold), and then inform the network about model change.
Proposal 6: For UE-sided model, if the applicability condition is available at UE side, the following three signaling procedures could be considered:
· UE reports condition change to NW for NW model management, UE performs model activation/deactivation/switch based on NW indication.
· UE performs model activation/deactivation/switch based on NW pre-configured information, and informs network about model change.
[bookmark: _GoBack]For network-sided model, if the applicability condition is available at network side, e.g., scenarios/configurations in Classification 1, the network performs model change when detecting condition change. If the applicability condition is available at UE side, e.g., Scenario (UE speeds changed) in Classification 2, UE needs to report the condition change to network when detecting UE speeds changed, then the network performs model change for network-sided model.
Proposal 7: For network-sided model,
· if the applicability condition is available at NW side, the network performs model change when detecting condition change. There is no spec impact.
· if the applicability condition is available at UE side, UE needs to inform network the condition change. Then the network performs model change.
For two-sided models, if the applicability condition is available at network side, the network performs model change for NW-part of two-sided models when the network detects the condition change, and also the network sends model activation/deactivation/switch indication to UE for model change for UE-part of two-sided models. If the applicability condition is available at UE side, UE needs to report the condition change to network when the UE detects condition change. Then the network performs model change for NW-part of two-sided models based on the condition change, and also the network sends model activation/deactivation/switch indication to UE for model change for UE-part of two-sided models. 
Proposal 8: For two-sided models,   
· if the applicability condition is available at NW side, the network performs model change for NW-part of two-sided models when the network detects the condition change. Then the network sends model activation/deactivation/switch indication to UE for model change for UE-part of two-sided models.
· if the applicability condition is available at UE side, UE needs to inform network the condition change, and the network performs model change for NW-part of two-sided models based on the condition change. Then the network sends model activation/deactivation/switch indication to UE for model change for the UE-part of two-sided models.
· Signaling aspects
Based on the discussion above, UE reporting condition change to the network is necessary if the applicability condition is available at UE side. Considering that these scenarios/configurations are dynamically changing, this requires flexible UL signaling to support UE to send the condition change to network. For example, assistance information message can support the information reporting flexibly in RRC connection state. 
Proposal 9:  Dynamic UL signaling (e.g., UAI message) is needed for supporting UE to report the condition change to network. 
Conclusion
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]In this contribution, we have some discussions on the Artificial Intelligence Machine Learning Architecture for NR Air Interface and the general aspects, and the following observation and proposals are made:
Mapping of functions-to-entities
· For CSI feedback enhancement:
Proposal 1a: Remove CN node and the involved mapped entities for CSI compression use case.
Proposal 1b: Enclose “UE-side: UE monitors the performance and may report to NW” in square brackets for UE-side Model/functionality monitoring of CSI compression, and wait for RAN1 conclusion about it.
Proposal 1c: Remove [FFS: UE] for Model/functionality control for CSI compression.
· For beam management:
Proposal 2a: Reserve the gNB and OAM for the model training and reserve gNB->UE and OAM->UE for Model transfer/delivery for beam management with UE-side model.
Proposal 2b: Remove CN node and the involved mapped entities for BM use case with UE-side model or with NW-side model.
Proposal 2c: Remove OTT-server and the involved mapped entity for BM use case with NW-side model.
· For Positioning accuracy enhancement:
Proposal 3a: Remove CN node and the involved mapped entity for positioning accuracy enhancement use case.
Proposal 3b: Reserve the LMF and OAM for the model training and reserve LMF -> UE and OAM -> UE for Model transfer/delivery for positioning with UE-side model (case 1 and 2a).
Proposal 3c: Reserve the LMF for the model training and reserve LMF -> UE for Model transfer/delivery for positioning with gNB-side model (case 3a).
Based on above proposals, we provide the updated Table 1 - 6 in the Annex.

AIML model/functionality dependency
· Applicability conditions
Observation 1: The impact of scenarios/configurations on generalization performance is per sub use case related.
Proposal 4: Scenarios/configurations on generalization performance impacts need to be considered per use case, and more input is needed from RAN1 based on RAN1’s simulation evaluation results.
· Related procedure/signaling impacts
Proposal 5: For UE-sided model, if the applicability condition is available at NW side, 
· NW can send an explicit indication to UE, e.g., when network detects scenarios changed;
· NW can send an implicitly indication to UE e.g., when the UE detects the NW configuration changed, the UE will perform model change.
Proposal 6: For UE-sided model, if the applicability condition is available at UE side, the following three signaling procedures could be considered:
· UE reports condition change to NW for NW model management, UE performs model activation/deactivation/switch based on NW indication.
· UE performs model activation/deactivation/switch based on NW pre-configured information, and informs network about model change.
Proposal 7: For network-sided model,
· if the applicability condition is available at NW side, the network performs model change when detecting condition change. There is no spec impact.
· if the applicability condition is available at UE side, UE needs to inform network the condition change. Then the network performs model change.
Proposal 8: For two-sided models,   
· if the applicability condition is available at NW side, the network performs model change for NW-part of two-sided models when the network detects the condition change. Then the network sends model activation/deactivation/switch indication to UE for model change for UE-part of two-sided models.
· if the applicability condition is available at UE side, UE needs to inform network the condition change, and the network performs model change for NW-part of two-sided models based on the condition change. Then the network sends model activation/deactivation/switch indication to UE for model change for the UE-part of two-sided models.
· Signaling aspects
Proposal 9:  Dynamic UL signaling (e.g., UAI message) is needed for supporting UE to report the condition change to network. 
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Annex
This annex provides the updated mapping of functions to physical entities tables based on the proposals of this TDoc for all the 3 AIML use cases.
For CSI feedback enhancement:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
[UE-side: UE monitors the performance and may report to NW]

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]



For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE



Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB



For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]




