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In RAN2#121 meeting, the following data collection methods were identified:
· Logged MDT: Between UE and TCE/OAM
· Immediate MDT: Between UE and TCE/OAM
· L3 measurement: Between UE and gNB
· L1 measurement: Between UE and gNB
· UAI: Between UE and gNB
· Early measurement: Between UE and gNB
· LPP: Between UE and LMF
In the ongoing email discussion [1], 
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][Post123][059][AIML] Data Collection (Ericsson)
	Scope: Attempt to converge to agreements on outcome of discussion of R2-2308898, to have consolidated agreements.
	Intended outcome: Report with agreeable proposals (agreeable as far as possible). 
	Deadline: Long
We spend most of the time on NW-side model and UE-side model has not been fully discussed. As a complementary, we plan to focus on UE-side model in this contribution.
In email discussion [2], 
[Post122][060][AIML] Mapping of functions to physical entities (CMCC)
	Scope: Starting from relevant contents in R2-2305613, attempt to produce an agreeable description of Mapping of functions to physical entities. UP to rapp to structure
	Intended outcome: Report
	Deadline: Long
the following tables were agreed for UE-side model.
UE-side models for the CSI feedback enhancement/Beam management use case
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


UE-side models for the positioning accuracy enhancement use case
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


As for data collection, in RAN2#121bis, we reached the agreement that data collection involves training, inference, and monitoring. Therefore, rows b) and e) in the above two tables will be out of the scope of this paper.
· Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
Discussion
Generally speaking, in [2], a thorough study has been done for data collection per sub-use case focusing on the following aspects:
· Model training
· Model inference
· Model/functionality monitoring
Compared to model training, model inference and model/functionality monitoring are more latency-critic and RAN1-dependent. Further input from RAN1 on latency, data volume, task priority, and KPIs (e.g., RSRP, throughput, and prediction accuracy) is needed to discuss data collection for inference and monitoring in RAN2 scope. Model training, however, is not time-critical and would not be limited by the payload size as an offline process is assumed.
Observation 1: Data collection for model training has less dependency on RAN1 compared to model inference and model/functionality monitoring.
Therefore, we propose
Proposal 1: RAN2 starts the work on data collection from model training, and waits for RAN1 progress on model inference and model/functionality monitoring.

[bookmark: _Hlk146637395]On data collection for UE-side model training, RAN2 has assumed two options. The training is done either by
· The UE itself, or
· The UE-side OTT server.
It is more reasonable to assume model training is executed by OTT server, considering that
· An AI/ML model could be applied to different UEs. A UE may not be willing to share its trained model unless there are incentives.
· UE’s computing and storage capability, energy budget, and available compilation environment are limited.
Observation 2: UE-side model training can be executed by the UE itself or by a UE-side OTT server, the latter of which is more practical given the UE’s willingness and capabilities.
Therefore, we propose:
Proposal 2: RAN2 to discuss ways to enable data collection for UE side model training at the UE-side OTT server.

During the study, Three options for the data collection of UE side model training at UE-side OTT-server are identified as below:
· Option 1: UE collects and directly transfers training data to the OTT server, e.g., IP-based dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB/CN. OAM transfers the needed data directly to the OTT server.
Based on the above, the comparison analysis of the options is as follows:
Table 1: Comparison analysis of Options 1, 2, and 3.
	Options
	chipset vendor
	UE vendor
	NW vendor
	Operator

	Option 1
	Pros
· No protocol impact if IP-based methods are adopted.
· Model training can take chipset raw data (e.g., L1 measurement without filtering) if the OTT server is owned by the chipset vendor.
	Pros
· No protocol impact if IP-based methods are adopted.
· More UE-specific data can be collected if the OTT server is owned by the UE vendor.
	Pros
· No protocol impacts if IP-based methods are adopted.
	Pros
· No protocol impacts if IP-based methods are adopted.

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the OTT server is not owned by itself.
	Cons
· Cons: Security and privacy concerns on sharing collected data if the OTT server is not owned by the UE vendor.
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training.
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operator.

	Option 2
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
· Operator can take control of the data transfer process. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling.
	Cons
· Security and privacy concerns to share user data
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operatorif UP tunnel is used to transfer collected data

	Option 3
	Pros
· Less protocol impacts with enhancements to MDT.
	Pros
· Less protocol impacts with enhancements to MDT. 
	Pros
· Less protocol impacts with enhancements to MDT. 
· RAN node configurations can be pre-processed if the OAM is owned by the NW vendor.
	Pros
· Less protocol impacts with enhancements to MDT. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling. 
	Cons
· Security and privacy concerns to share user data.
	Cons
· Security and proprietary concerns if RAN node configurations  need to expose to OTT server  for model training 
· How data is transferred to the OTT server would need extra coordination effort between operators and OTT server owner.
	Cons
· How data is transferred to the OTT server would need extra coordination effort between operators and OTT server owner.



Proposal 3: RAN2 is kindly asked to consider the following data collection options for UE side model training at the UE-side OTT server. 
· Option 1: UE collects and directly transfers training data to the OTT server, e.g., IP-based dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB/CN. OAM transfers the needed data directly to the OTT server.
Proposal 4: RAN2 to consider Table 1 as the baseline of data collection for UE side model training at the UE-side OTT server.

Although AI/ML algorithms can be case-specific and do not require standardization, their input and output, which would be included in meta information, need to be standardized. Otherwise, model inference and monitoring would be hard to execute. The data collected for model training usually has the same statistical characteristic or distribution as that for model inference and monitoring. Even if model training adopts additional information compared to model inference and performance monitoring, at least the nominal model input/output parameters needs standardization work.
The additional information might be the data that is propriety concerned and usually would not be transferred to a third-party entity (e.g., L1 measurement without filtering from the UE and RAN node configurations from the network). Companies may worry that transferring these data would unveil hidden designs of chipsets or device parameters, and thus impart their proprietary rights. To our understanding, the worries can be eliminated by using various methods, including at least the following:
· Using truncated data rather than fine-grained one as AI/ML models can tolerate a certain extent of data deviation.
· Adding redundancy information to conceal the proprietary contents.
As AI/ML is a data science and its performance depends on large amounts of high-quality training data, standardizing the data content and format of those additional information could lead to better model performance, make the AI/ML model more explainable, and reduce the difficulties for model implementation. Therefore, we propose:
Proposal 5: At least the nominal model input/output parameters need to be specified for model training, model inference, and model monitoring purpose. FFS if additional propriety-related data could be standardized and how.
Conclusion
In this contribution, we share our views on data collection for the UE-side model. Our observations are:
Observation 1: Data collection for model training has less dependency on RAN1 compared to model inference and model/functionality monitoring.
Observation 2: UE-side model training can be executed by the UE itself or by a UE-side OTT server, the latter of which is more practical given the UE’s willingness and capabilities.
We suggest RAN2 to discuss and agree on the following proposals:
Proposal 1: RAN2 starts the work on data collection from model training, and waits for RAN1 progress on model inference and model/functionality monitoring.
Proposal 2: RAN2 to discuss ways to enable data collection for UE side model training at the UE-side OTT server.
Proposal 3: RAN2 is kindly asked to consider the following data collection options for UE side model training at the UE-side OTT server. 
· Option 1: UE collects and directly transfers training data to the OTT server, e.g., IP-based dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB/CN. OAM transfers the needed data directly to the OTT server.
Proposal 4: RAN2 to consider Table 1 as the baseline of data collection for UE side model training at the UE-side OTT server.
Proposal 5: At least the nominal model input/output parameters need to be specified for model training, model inference, and model monitoring purpose. FFS if additional propriety-related data could be standardized and how.
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Annex: Existing data collection frameworks
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/
RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1)     Procedure latency***:
·       Latency to enter CONNECTED state
·       Latency to receive gNB request signaling (~20ms)
2)     Air interface
signaling latency****: 
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1)     Procedure latency:
·       Report interval: 
·       l20ms~30min for periodic report
·       TTT for event triggered report
2)     Air interface
signaling latency:
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1)     Procedure latency:
·       Report interval: 
·       l20ms~30min for periodic report
·       TTT for event triggered report
2)     Air interface
signaling latency:
·       20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.

	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	
	L1 CSI measurement
	1)     Procedure latency:
·       Report interval: 
·       4-320 slot for periodic report and semi-persistent report 
·       0-32 slot after reception of DCI for aperiodic report 
2)     Air interface
signaling latency:
·       1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security

	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1)     Procedure latency:
·       Upon generation of UE's preference
2)     Air interface
signaling latency:
·       ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message

	Early measurements
	gNB
	RRC_IDLE/
RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1)     Procedure latency:
·       Latency to enter CONNECTED state
·       Latency to receive gNB request signaling (~20ms)
2)     Air interface
signaling latency: 
·       ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1)     Procedure latency:
·       Latency to get upper layer trigger (for UE triggered)
·       Or latency to receive NW request message (~20ms)
2)     Air interface
signaling latency: 
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message





	1/2	
