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Introduction
In RAN2#123 meeting, Subsequent CPAC related issues were discussed and the following agreements were achieved [1].
For subsequent CPAC it is useful to support use of A3 A5
A3 A5 is supported with SN-initiated subsequent CPAC
Proposal 1: For MN-initiated subsequent CPAC,  MN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. MN triggers the procedure as defined in Section 10.5.2 and Section 10.2.2 of TS 37.340 in the endorsed running CR.
Proposal 2: For SN-initiated inter-SN subsequent CPAC, SN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. source SN triggers the procedure as defined in Section 10.5.2 of TS 37.340 in the endorsed running CR.
Proposal 3 (option2): For MN-initiated subsequent CPAC, the execution condition configuration is provided as following:
MN generates the execution conditions (A4 event) for initial CPAC execution, and the measID refers to the measurement configuration associated with MCG;
candidate SN generates the execution conditions (A3/A5 event)  for subsequent CPC execution, and the measID refers to the measurement configuration associated with SCG.
UE autonomously releases the subsequent CPAC configurations in the following cases: upon RRC re-establishment and RRC release (to RRC_IDLE and/or RRC_INACTIVE)
No need for an optimized single-indication-release of CPAC configuration. Can rely on explicit release for other cases. 
Will support the SA3 solution, i.e. update of Sk-counter at inter-SN-mobility, based on pre-configured multiple Sk-counter. UE need to know when Sk counter need to change.
In this contribution, in section 2, we will discuss the open issues. The proposals are summarized in Section 3.
Discussion
Security aspects
In last meeting, it was agreed that RAN2 will support the SA3 solution, i.e., update of Sk-counter at inter-SN-mobility, based on pre-configured multiple Sk-counter. UE needs to know when Sk-counter needs to be changed. After the last meeting, Nokia organized an email discussion on security issues details [2], and there are still some issues which have not reached consensus until now, our discussion will focus on these open issues below.
· How to maintain/update/release Sk-counter configuration
In [2], it was discussed how to configure and maintain the Sk-counter configuration, and summarized as follow:
	Proposal :
Rel-18 Conditional-Reconfiguration Information element optionally include
· List of Group-ID and associated SK-counter values outside the candidate conditional configurations.
· The Group-ID parameter is included within each candidate conditional configuration marked for subsequent-CPAC.
Common Understanding on SK-Counter maintenance: The Group-ID and SK-Counter-values configured by network is maintained at UE after S-CPAC executions and the SK-Counter-Values are also updated after CPAC execution depending on the usage of SK-counter. RAN2 to discuss further how the UE maintains the SK-counter list across cell changes.


For the Sk-counter maintenance, the common understanding from companies is that the Group-ID and SK-Counter-values configured by network is maintained at UE after S-CPAC executions and the SK-Counter-Values are also updated after CPAC execution depending on the usage of SK-counter. It means the Sk-counter configuration will be maintained by UE after each PSCell change and the next useable Sk-counter be updated after each inter-SN PSCell change. It is sufficient to maintain the Sk-counter configuration in the UE variable “VarConditionalReconfig” and no extra UE variable is needed. 
Proposal 1: UE maintains the Sk-counter configuration in existing UE variable “VarConditionalReconfig”.
Based on P1, upon each inter-SN PSCell change, the UE will use the first unused Sk-counter in the stored target Sk-counter list.
Proposal 2: Upon inter-SN PSCell change, UE uses the first unused Sk-counter in the stored Sk-counter list for the corresponding group-ID in UE variable.
· UE behavior for the scenario where free Sk-counter not available 
In [2], there are companies proposed to discuss the UE behavior if all the configured Sk-counter has been used up, and be summarized as follow. 
	Proposal : RAN2 to discuss the need for defining UE behaviour for the scenario where free SK-counter not available at the time of S-CPAC execution based on contributions in the next meeting.


The network will configure Sk-counter list per candidate SN to support inter-SN Subsequent CPAC. Although, the number of Sk-counter in each Sk-counter list has not been determined yet, we understand the network can make sure that there is available Sk-counter value to be used for generating new S-KgNB towards target SN at the time of inter-SN Subsequent CPAC execution. For example, the network can configured enough Sk-counter in each Sk-counter list for one candidate SN as the value range of Sk-counter is 0..65535, or the network can reconfigure the Sk-counter list if the network realizes the Sk-counter is not enough and has a risk of being used up considering the MN knows the Sk-counter configuration to UE and each usage of Sk-counter. Therefore, we propose it is up to network implementation to ensure free Sk-counter is always available for each inter-SN Subsequent CPAC.
Proposal 3: For inter-SN Subsequent CPAC, it is up to network implementation to ensure free Sk-counter is available at UE side.
· New S-KgNB  generation for target SN
When the UE evaluates the execution condition fulfilled, the UE performs PSCell change and generates new S-KgNB value used for corresponding RB. The UE will also report the RRC Reconfiguration Complete message with selected conditional reconfiguration indication to MN. Corresponding, the network side also needs to generate the new S-KgNB value, when to generate and provide to SN needs to be considered.
In legacy mechanism, it is the MN that generates the S-KgNB and sends it to target SN for signaling/data transmission during SN addition/modification procedure. In Subsequent CPAC, one way is that MN provides the update S-KgNB upon each PSCell change; another option is that MN provides multiple S-KgNB upon preparing candidate SN, and it is the Candidate SN that determines which S-KgNB should be used upon UE accesses. Considering not all S-KgNB will be used, we prefer to MN provides new S-KgNB upon each inter-SN PSCell change.
Proposal 4: Upon inter-SN PSCell change, MN generates the new S-KgNB value and sends it to target SN.
Reference configuration
In previous meeting, delta configuration related issues were discussed and achieved some agreements, but there are still some FFS issues are left. In current 38.331 running CR for Subsequent CPAC [3], it also is illustrated that “Wait for LTM on the complete configuration generation/application related part” for Subsequent CPAC complete configuration generation/application. For other FFS issues about reference configuration and candidate configuration, some are discussed in email discussion [4] organized by ZTE after last meeting, and have the following consensus.
	Proposal 5: [12/12] The candidate and reference configuration for subsequent CPAC can include both MCG and SCG part configurations. It can be up to the NW implementation whether to include the MCG part.


If it is agreed the candidate and reference configuration for Subsequent CPAC can include both MCG and SCG part configurations, when both MCG and SCG configuration is included, the complete configuration generated by candidate and reference configuration will included both MCG and SCG configuration, we assume the same replace mechanism is used for subsequent CPAC as LTM, it means when the UE evaluate the execution condition fulfilled, the UE will replace the complete configuration of candidate target configuration which includes both target SCG configuration and target MCG configuration associated with the target SCG configuration, including clear/release current MCG and SCG configuration. But one problem is that if the replace configuration procedure is also applied to MCG side configuration, it could cause the data interruption between MN and SN as the MCG configuration needs to be reset or re-initiated, which is not what we expected. Another potential issue is, when UE applies the target configuration by replacement way, the UE will apply the new configuration to send the RRCReconfigurationComplete message, while the MN applies the old configuration to scheduling the UE, which may lead in configuration mismatch between MN and UE, MN may be unable to receive the RRCReconfigurationComplete message. This similar issue is also discussed in R17 CPAC, but it leaves up to NW to ensure the CPAC configuration only includes PSCell change related configuration. But different from R17 CPAC, R18 subsequent will perform replacement on MCG configuration which may lead issue on MCG transmission.  
Based on this issue mentioned above, we need to consider how to avoid affecting the MCG side configuration especially the lower layer MCG configuration (to avoid affecting MCG side data transmission) due to PSCell change. For example, some limitation to radio bearer configuration change(only add/update/release SN terminated SCG bearer) can be introduced to avoid affecting the lower layer MCG configuration, or the MCG configuration in complete configuration adopts the handing mechanism different from SCG configuration (i.e., replace current SCG configuration). The detailed solution for the issue can be further discussed in RAN2. RAN2 could firstly discuss whether the issue should be discussed.
Proposal 5: RAN2 to discuss whether some solutions are needed to solve the issues (configuration mismatch between UE and MN, L2 reset on MCG） introduced  by applying the complete candidate configuration on MCG by replace way.
In addition, in [4], another issue about coexistence was discussed, i.e., if coexistence of different types of subsequent CPAC (MN initiated inter-SN subsequent CPAC, SN initiated inter-SN subsequent CPAC, SN initiated intra-SN subsequent CPAC) is supported, whether only one reference configuration for all types of subsequent CPAC or two separately reference configuration, one for MN/SN initiated inter-SN subsequent CPAC, one for SN initiated intra-SN subsequent CPAC should be configured, and be summarized in [4] as follow. 
	Proposal 8: [12/12] The MN is responsible for the reference configuration generation for MN/SN initiated inter-SN SCPAC.
Proposal 9: Discuss which of the following two understanding is correct:
· [2/12] Understanding1: There is only one reference configuration for MN/SN initiated inter-SN SCPAC and SN-initiated intra-SN SCPAC.
· [7/12] Understanding2: There is only one reference configuration for each scenario, i.e., one reference configuration for MN/SN initiated inter-SN SCPAC and one reference configuration for SN-initiated intra-SN SCPAC. 
Proposal 9a: Discuss which node (i.e. the MN or the source SN) is responsible for the reference configuration generation for SN initiated intra-SN SCPAC, depending on the understanding in proposal 9.


From our perspective, if go for understanding 1, source SN will always need to inform MN about SN initiated intra-SN subsequent CPAC configuration as the reference configuration is managed at MN, i.e., anyway MN needs to be involved in SN initiated intra-SN subsequent CPAC configuration which will introduce some interface signaling interaction and complexity. Another issue is for intra-SN subsequent CPAC, only the SCG configuration is needed, the MCG configuration is not involvement, if understanding 1 is followed, invalid configuration(MCG configuration) and UE behavior (MCG configuration replacement) will be introduced. In R17 CPAC, UE variable SCG VarConditionalReconfig was introduced only for SN initiated intra-SN CPC independent of MCG VarConditionalReconfig which is for MN/SN initiated inter-SN CPAC, so it seems to be reasonable for understanding 2, i.e., there are two reference configurations, one for MN/SN initiated inter-SN subsequent CPAC, one for SN initiated intra-SN subsequent CPAC and be stored in MCG VarConditionalReconfig and SCG VarConditionalReconfig separately.
Proposal 6: Two reference configurations are needed for MN/SN initiated inter-SN subsequent CPAC and SN initiated intra-SN subsequent CPAC separately if coexistence of these scenarios supported.
If P6 is agreed, we understand that source SN is responsible for the reference configuration generation for SN initiated intra-SN subsequent CPAC.
Proposal 7: If P6 is agreed, it is source SN to generate the reference configuration for SN initiated intra-SN subsequent CPAC. 
Execution condition configuration
In [4], how to configuration execution condition configuration related issues are discussed, it mainly focuses on the interaction between MN and SN node during the execution condition configuration procedure. In current running CR [3], the air interface signaling design as follow (solution 1).
[bookmark: _Toc139045532]–	CondReconfigToAddModList
The IE CondReconfigToAddModList concerns a list of conditional reconfigurations to add or modify, with for each entry the condReconfigId and the associated condExecutionCond/condExecutionCondSCG/subsequentCondReconfig and condRRCReconfig.
CondReconfigToAddModList information element
-- ASN1START
-- TAG-CONDRECONFIGTOADDMODLIST-START

CondReconfigToAddModList-r16 ::= SEQUENCE (SIZE (1.. maxNrofCondCells-r16)) OF CondReconfigToAddMod-r16

CondReconfigToAddMod-r16 ::=     SEQUENCE {
    condReconfigId-r16               CondReconfigId-r16,
    condExecutionCond-r16            SEQUENCE (SIZE (1..2)) OF MeasId                      OPTIONAL,    -- Need M
    condRRCReconfig-r16              OCTET STRING (CONTAINING RRCReconfiguration)          OPTIONAL,    -- Cond condReconfigAdd
    ...,
    [[
    condExecutionCondSCG-r17         OCTET STRING (CONTAINING CondReconfigExecCondSCG-r17) OPTIONAL     -- Need M
]]
[[
    subsequentCondReconfig-r18       SubsequentCondReconfig-r18            OPTIONAL     -- Cond SCPAC
    ]]

}

CondReconfigExecCondSCG-r17 ::=  SEQUENCE (SIZE (1..2)) OF MeasId

SubsequentCondReconfig-r18 ::=  SEQUENCE {
condExecutionCondToReleaseList-r18   CondExecutionCondToReleaseList-r18                 OPTIONAL,    -- Need N
condExecutionCondToAddModList-r18    CondExecutionCondToAddModList-r18                  OPTIONAL    -- Need N
}

CondExecutionCondToAddModList-r18 ::= SEQUENCE (SIZE (1.. maxNrofCondCells-r16)) OF CondExecutionCondToAddMod-r18

CondExecutionCondToAddMod-r18 ::=     SEQUENCE {
condReconfigId-r16               CondReconfigId-r16,
condExecutionCond-r16       ::=  SEQUENCE (SIZE (1..2)) OF MeasId                 OPTIONAL,    -- Need M
CondReconfigExecCondSCG-r17 ::=  SEQUENCE (SIZE (1..2)) OF MeasId                 OPTIONAL    -- Need M
}

CondExecutionCondToReleaseList-r18 ::= SEQUENCE (SIZE (1.. maxNrofCondCells-r16)) OF  condReconfigId-r16

-- TAG-CONDRECONFIGTOADDMODLIST-STOP
-- ASN1STOP
In the current running CR, an IE “subsequentCondReconfig-r18” is introduced to include the execution conditions configured by candidate target SN for subsequent CPC when the serving PSCell belongs to the SN. However, from the perspective of saving signaling overhead, it seems to be more appropriate to reuse the legacy IE, i.e., including the selected candidate PSCell and corresponding execution condition (i.e., condReconfigId, condExecutionCond, condExecutionCondSCG) in the RRC reconfiguration included in the condRRCReconfig IE with some limitation in field description, as follow in details (solution 2). Based on this way, the execution condition could be updated at each PSCell change. And it is simple and clear for the specification.
[bookmark: _Toc60777200][bookmark: _Toc131064928]–	CondReconfigToAddModList
The IE CondReconfigToAddModList concerns a list of conditional reconfigurations to add or modify, with for each entry the condReconfigId and the associated condExecutionCond/condExecutionCondSCG and condRRCReconfig.
CondReconfigToAddModList information element
-- ASN1START	
-- TAG-CONDRECONFIGTOADDMODLIST-START

CondReconfigToAddModList-r16 ::= SEQUENCE (SIZE (1.. maxNrofCondCells-r16)) OF CondReconfigToAddMod-r16

CondReconfigToAddMod-r16 ::=     SEQUENCE {
    condReconfigId-r16               CondReconfigId-r16,
    condExecutionCond-r16            SEQUENCE (SIZE (1..2)) OF MeasId                      OPTIONAL,    -- Need M
    condRRCReconfig-r16              OCTET STRING (CONTAINING RRCReconfiguration)          OPTIONAL,    -- Cond condReconfigAdd
    ...,
    [[
    condExecutionCondSCG-r17         OCTET STRING (CONTAINING CondReconfigExecCondSCG-r17) OPTIONAL     -- Need M
    ]]
}

CondReconfigExecCondSCG-r17 ::=  SEQUENCE (SIZE (1..2)) OF MeasId

-- TAG-CONDRECONFIGTOADDMODLIST-STOP
-- ASN1STOP

	condRRCReconfig
The RRCReconfiguration message to be applied when the condition(s) are fulfilled. The RRCReconfiguration message contained in condRRCReconfig cannot contain the field conditionalReconfiguration containing condRRCReconfig or the field daps-Config.


Compared to the above two methods for candidate target SN execution condition configuration for subsequent CPC, we prefer to the solution 2 which has more less spec impact.
Proposal 8: Legacy IE (condReconfigId, condExecutionCond, condExecutionCondSCG) in RRC reconfiguration included in the condRRCReconfig IE is reused to provide execution conditions for subsequent CPC.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]Based on the previous analysis in section 2, our proposals are summarized as follows:
Security aspects
Proposal 1: UE maintains the Sk-counter configuration in existing UE variable “VarConditionalReconfig”.
Proposal 2: Upon inter-SN PSCell change, UE uses the first unused Sk-counter in the stored Sk-counter list for the corresponding group-ID in UE variable.
Proposal 3: For inter-SN Subsequent CPAC, it is up to network implementation to ensure free Sk-counter is available at UE side.
Proposal 4: Upon inter-SN PSCell change, MN generates the new S-KgNB value and sends it to target SN.
Reference configuration
Proposal 5: RAN2 to discuss whether some solutions are needed to solve the issues (configuration mismatch between UE and MN, L2 reset on MCG） introduced  by applying the complete candidate configuration on MCG by replace way.
Proposal 6: Two reference configurations are needed for MN/SN initiated inter-SN subsequent CPAC and SN initiated intra-SN subsequent CPAC separately if coexistence of these scenarios supported.
Proposal 7: If P6 is agreed, it is source SN to generate the reference configuration for SN initiated intra-SN subsequent CPAC. 
Execution condition configuration
Proposal 8: Legacy IE (condReconfigId, condExecutionCond, condExecutionCondSCG) in RRC reconfiguration included in the condRRCReconfig IE is reused to provide execution conditions for subsequent CPC.
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