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[bookmark: _Ref35586532]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In this contribution, the remaining issues on SL consistent LBT failure (SL C-LBT failure) are discussed, w.r.t. the following aspects: 
· SL C-LBT failure recovery for Mode-2 UE in RRC_CONNECTED;
· Remaining SL C-LBT failure cancellation conditions;
· Whether to support SL C-LBT failure indication over PC5;
· SR configuration specific to SL LBT failure MAC CE;
· How to handle reserved resources upon SL C-LBT failure detection.
Proposals are provided from our perspective to address above remaining issues, aiming at finalizing the SL C-LBT failure related design for SL-U.
Discussion
SL C-LBT failure receovery for RRC_CONNECTED Mode-2 UE
The following agreements were made in the last two meetings regarding how an RRC_CONNECTED Mode-2 UE performs SL C-LBT failure recovery [1][2]:
	(RAN2 #123)
Agreements on SL C-LBT failure recovery (RRC connected mode 2)
1: 	C-LBT failure recovery for RRC idle/inactive mode 2 is applied.

	(RAN2 #122)
Agreements on SL C-LBT failure recovery (mode 2, RRC connected UE)
1: 	RAN2 confirms that SL C-LBT failure indication is reported to the gNB also for mode 2, RRC connected UE.


With two SL C-LBT failure recovery methods agreed for an RRC_CONNECTED Mode-2 UE, here naturally comes the question on how to coordinate these two recovery methods: whether the UE shall always perform the two recovery operations in parallel as long as an SL C-LBT failure is triggered, or it only needs to perform each of the two in some specific case(s). 
Certainly, to mandate UE to always perform both mechanisms in parallel looks simpler from the recovery procedure perspective, but this alternatively complicates the SL C-LBT failure cancellation for an RRC_CONNECTED Mode-2 UE. Specifically, as agreed in the last meeting, a timer based cancellation mechanism is supported for RRC_IDLE/INACTIVE Mode-2, and the SL C-LBT failure triggered for an SL RB set is regarded as recovered, after the expiry of the corresponding timer; by contrast, for Mode-1 UE, an SL C-LBT failure triggered is regarded as recovered and thus cancelled, upon the SL LBT failure MAC CE transmission. As a result, if the UE were to perform both of the two recovery mechanisms in parallel, there could be the complication to decide whether the SL C-LBT failure cancellation condition of a RRC_CONNECTED Mode-2 UE should follow the cancellation condition of Mode-1(i.e. upon LBT failure MAC CE transmission reporting), follow the cancellation condition of RRC_IDLE/INACTIVE Mode-2 (i.e. timer based condition), or be satisfied only when both cancellation conditions of Mode-1 and RRC_IDLE/INACTIVE Mode-2 are satisfied. For example, the autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection) can be performed by the UE immediately after the SL C-LBT failure is triggered, and is thus expected to be performed prior to the SL C-LBT failure MAC CE reporting (which may be subject to scheduling/transmission delay); as result: can the CONNECTED Mode-2 UE cancels the SL C-LBT failure triggered after performing autonomous recovery (w/o MAC CE reported any more), or does it still need to signal the MAC CE and wait for gNB’s response (e.g. resource reconfiguration)?   
Observation 1: Having an RRC_CONNECTED Mode-2 UE perform both SL C-LBT failure recovery mechanisms for IDLE/INACTIVE (i.e. pool reselection) and for Mode-1 (i.e. MAC CE reporting) in parallel complicates the SL C-LBT failure cancellation, i.e. whether to apply the SL C-LBT failure cancellation condition for RRC_IDLE/INACTIVE, the cancellation condition for Mode-1 or the combination of the two. 
In fact, since the SL LBT failure recovery mechanism for a Mode-1 UE and for an RRC_IDLE/INACTIVE UE are inherently designed following different logic, there seems to be no convincing basis to combine the two and force an RRC_CONNECTED Mode-2 UE to perform both of them in parallel. To this end, we think the following options are more reasonable:
· Option 1: NW configures for an RRC_CONNECTED Mode-2 UE whether to perform the autonomous recovery mechanism for IDLE/INACTIVE (i.e. pool reselection) or to report SL LBT Failure MAC CE. 
As autonomous recovery and MAC CE reporting correspond to the recovery procedure at different levels (i.e. scheduling level vs. configuration level), NW can decide which recovery mechanism is intended for and configures the UE to perform the corresponding recovery procedure. Specifically, whether to trigger SL LBT failure MAC CE in this case is configurable by the NW. 
· Option 2: UE first attempts autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection), and if unsuccessful, indicates the SL LBT failure MAC CE to the gNB. 
The UE decides whether it can reselect a pool that includes at least one SL RB set w/o triggered SL C-LBT failure. If yes, it considers the autonomous recovery as successful w/o signaling SL LBT failure MAC CE; otherwise, it further signals the SL LBT failure MAC CE to the gNB to seek help. Depending on whether autonomous recovery is successfully performed, the UE cancels the triggered SL C-LBT failure following either the cancellation condition for RRC_IDLE/INACTIVE (i.e. timer-based condition) or for Mode-1 (i.e. upon SL C-LBT MAC CE really transmitted). 
Considering that either option is better than enforcing both recovery mechanisms, we propose that RAN2 down-selects between the two options for SL C-LBT failure recovery in terms of RRC_CONNECTED Mode-2 UE. 
Proposal 1: RAN2 down-selects between the following two options for SL C-LBT failure recovery for an RRC_CONNECTED Mode-2 UE:
· Option 1: NW configures whether the UE performs the autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection) or reports SL LBT Failure MAC CE.
· Option 2: UE first attempts autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection), and if unsuccessful, sends the SL LBT failure MAC CE to the gNB.
As clarified above, no cancellation condition with both recovery procedure performed is needed, if either Option 1 or Option 2 is adopted by RAN2.  
Proposal 1a: No SL C-LBT failure cancellation condition based on both IDLE/INACTIVE and Mode-1 recovery procedures is needed. 
Remaining SL C-LBT failure cancellation conditions
In the last meeting, some SL C-LBT failure cancellation conditions were discussed but failed to be concluded: [1]
	2. C-LBT failure cancellation ?
· Condition1 and condition2 are agreed.
· Condition3 is agreed. 


The remaining cancellation conditions not concluded yet include upon pool reselection, upon resource pool reconfiguration, upon mode change, upon state transition, etc. 
Since it has been agreed that SL C-LBT failure is detected per SL RB set, it seems reasonable to cancel the triggered SL C-LBT failure on an SL RB set, upon SL RB set reconfiguration. For example, in the case of SL RB set reconfiguration, some SL RB set(s) may be reconfigured with more PRBs included (e.g. by adjusting the guard band). Since there are additional “new” resources for the UE to try on theses SL RB set(s), it seems not reasonable for the UE to directly inherit SL C-LBT failure triggered based on the old resource configurations on these SL RB set(s); therefore, it seems not appropriate for the UE to still indicate these updated SL RB sets as failed ones to the gNB (e.g. for RRC_CONNECTED UEs), or still avoid selecting resources on the updated SL RB sets, even with new resources included (e.g. for RRC_IDLE/INACTIVE UEs). Also, considering the previous agreement that the SL C-LBT failure recovery parameters are configured in a per SL BWP manner, SL RB set reconfiguration does not necessarily cause also the reconfiguration of SL C-LBT failure recovery parameter. That is, for a specific SL RB set (with a certain SL RB set index), it may be worth considering whether SL RB set reconfiguration should lead to the cancellation of the SL C-LBT failure triggered for this SL RB set based on old configuration.
Proposal 2: RAN2 discusses whether an SL C-LBT failure triggered for a specific SL RB set needs to be cancelled, upon SL RB set reconfiguration. 
For the other cancellation conditions not concluded in the last meeting, they may not well reflect the channel state variation on an SL RB set after the SL C-LBT failure was triggered earlier, and may thus not sufficiently function as a cancellation condition. Also, for the measurement based cancellation condition, it relates to the discussion on new measurement metrics, and may even further relate to new reference signal design. Considering the limited time, it seems not possible to support it within the Rel-18 framework. So we propose to support no other cancellation conditions apart from the agreed ones. 
Proposal 2a: No other SL C-LBT failure cancellation conditions are pursued in this release (except for the already agreed ones).
Whether to support C-LBT failure indication over PC5
In the last meeting, whether to support SL C-LBT failure indication from initiating UE to peer UE over PC5 was discussed without conclusion. 
	6. Need of reporting C-LBT failure indication to the peer UE ? (P5,6: 8375: IDC, P9: 7478: ZTE, P19: 7956: Lenovo)
· Noted. We’ll make decision next meeting.


Reading from companies contributions [3][4][5], we found that the main motivation to introduce such a mechanism can be summarized as enabling the peer UE, once receiving the SL C-LBT failure indication from initiating UE from SL, to have differentiated handling on PSFCH reception failure due to LBT at the initiating UE side. The argument seems to be that the initiating UE may not be able to provide HARQ FB on PSFCH, because LBT failure is highly likely to happen again on the subsequent PSFCH transmissions, if SL C-LBT failure has been detected on the related pool/SL RB set. 
However, RAN1 introduced the multiple PSFCH occasion mechanism, aiming just at fighting against the LBT failure happening on PSFCH. With the RAN1 introduced mechanism, we are not sure whether/how much additional value above RAN2 specific enhancement can bring, if multiple-PSFCH transmission can already well tackle the PSFCH transmission failure due to LBT. 
Observation 2: The main motivation to introduce SL C-LBT failure indication signaled from initiating UE to peer UE, as shown by proponents, is to enable differential handling for PSFCH reception failure by the peer UE when initiating UE detects SL C-LBT failure on related pools/SL RB sets (thus assuming subsequent PSFCH likely to fail). However, it is questionable whether this adds extra benefit than the Multiple-PSFCH mechanism supported by RAN1 (if it can already ensure PSFCH performance sufficiently in LBT environment). 
Besides the unclear benefit, proponents seem to have held divergent views on what the intended UE behavior should be once the peer UE receives SL C-LBT failure indication from the initiating UE: one company in [3] proposed to use this received SL C-LBT failure indication to impact peer UE’s DST selection and/or HARQ enabled/disabled related LCH selection during SL LCP; another company in [4] proposed to use this indication to impact peer UE’s resource/resource pool (re)selection, and proposed reporting the received indication to the peer UE’s gNB; there was also one company in [5] proposing to use this received indication to impact peer UE’s T400 handling and DTX-based RLF counting. With so many aspects to be impacted as proposed by companies, it does not look easy to evaluate which impact can or cannot provide sufficient benefits (if really any), with the related solution outperforming the others. It is also impossible to accept all of them, which can complicate the specification a lot. Also, there are many other potential Spec impacts that need to be discussed in introducing such a feature, e.g. what signaling should be used to carry this indication, how the resource/resource pools (other than the SL C-LBT triggered one) is selected signal this indication, etc. 
Observation 3: To introduce SL C-LBT failure indication signaled between UEs in PC5, extensive discussions need to be carried out on a number of aspects: what signaling is used, how the resource/resource pool to signal the indication is selected, intended UE behavior on how to use the received indication, etc. Proponents held divergent views on the intended UE behavior (impact on e.g. LCP, pool/resource selection, DTX based RLF, etc.).
Considering the limited time left in Rel-18, the unclear benefit and the potential complication to introduce such a feature, it is proposed to not support the SL C-LBT failure indication between UEs in PC5 in this release. 
Proposal 3: Do not support SL C-LBT failure indication from initiating UE to peer UE over PC5.
SR configuration for SL LBT failure MAC CE
The left-over issue for this topic was recorded in [1] as follows:
Agreements on SL C-LBT failure MAC CE 
1: 	RAN2 understands 5bits indication per SL carrier. Will ask how RB set index is derived, whether RB set index is unique within SL-BWP, to RAN1.
2:	LCP order of SL LBT Failure MAC CE is defined as the next of Uu LBT Failure MAC CE.
3: 	Dedicated SR configuration can be configured. FFS if we need to consider more.
The divergence in the last meeting was two folded: whether there must be a dedicated SR configuration for SL LBT failure MAC CE (i.e. not shared with any other SL LCH/SL MAC CEs), and what if such dedicated SR configuration is not configured. 
From our perspective, how SR is configured for SL LBT failure MAC CE should have no difference compared with the SR configuration for consistent LBT failure and for SCell BFR in Uu. That is, it is up to NW implementation whether to map the SL LBT failure MAC CE to an SR configuration, and up to NW implementation whether this SR configuration is dedicated to SL LBT failure MAC CE. No other restriction is needed. Also, regarding what if SL LBT failure is not associated with an SR configuration, we think the similar way as C-LBT failure in NR-U can be followed, i.e. random access is triggered, once SR is triggered by SL C-LBT failure w/o corresponding SR configuration, instead of using any SR configuration. 
Proposal 4: It is up to NW implementation whether to map SL-C-LBT failure recovery to an SR configuration and up to NW implementation whether this SR configuration is dedicated to SL C-LBT failure recovery. 
Proposal 4a: Similar to SR triggered by C-LBT failure recovery in NR-U, random access is triggered, if there is pending SR triggered by SL C-LBT failure recovery which has no corresponding SR configuration.
Handling of reserved resources upon SL C-LBT failure
An issue was originally proposed in [6]: How to handle the reserved resources, if SL C-LBT failure is triggered later on the SL RB set(s) spanned by the reserved resources. The issue can be illustrated by the below Figure 1 cited from [6]. 
In our understanding, to keep the UE using the reserved resources remaining on the other SL RB sets (e.g. resources on SL RB set 2/3 in Case A and resources on SL RB set 1/3 in Case B) could involve in the adjustment of transmission parameters (e.g. MCS, TX power) which could be complicated, and it is questionable whether the remaining resources can still afford the transmission of remaining data volume. So, if SL C-LBT Failure is triggered later on some of the SL RB set(s) spanned by the already reserved resources, the following steps should be performed as the intended UE behaviour from our perspective:
Step 1:		[Conditional] Resource pool (re)selection;
Step 2a:	Clear the selected sidelink grant with reserved resources spanning SL RB sets where SL C-LBT failure is triggered.
Step 2b:	Perform resource reselection on the (re)selected resource pool.  
It does not matter on the order between Step 2a and 2b, but the key point here is whether it is necessary to make the UE no more use the reserved resources that have a part suffering from SL C-LBT failure, and have the UE reselect resources on the selected resource pool instead (either a new pool or the existing selected pool, depending on whether Step 1 is performed). RAN2 is asked to discuss whether above Step 2a and 2b should be the intended UE behaviour to handle the case that SL C-LBT failure is triggered on the SL RB set(s) spanned by already reserved resources. 
Proposal 5: If a selected grant includes reserved resources on a SL RB set(s) where SL C-LBT failure is triggered later, RAN2 discusses:
· Whether the selected SL grant should be cleared;
· Whether resource reselection should be performed. 


Figure 1 [6]
Conclusion
According to the analysis in section 2, we provide below observations and proposals:
SL C-LBT failure recovery for RRC_CONNECTED Mode-2 UE
Observation 1: Having an RRC_CONNECTED Mode-2 UE perform both SL C-LBT failure recovery mechanisms for IDLE/INACTIVE (i.e. pool reselection) and for Mode-1 (i.e. MAC CE reporting) in parallel complicates the SL C-LBT failure cancellation, i.e. whether to apply the SL C-LBT failure cancellation condition for RRC_IDLE/INACTIVE, the cancellation condition for Mode-1 or the combination of the two. 
Proposal 1: RAN2 down-selects between the following two options for SL C-LBT failure recovery for an RRC_CONNECTED Mode-2 UE:
· [bookmark: _GoBack]Option 1: NW configures whether the UE performs the autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection) or reports SL LBT Failure MAC CE.
· Option 2: UE first attempts autonomous recovery mechanism for RRC_IDLE/INACTIVE (i.e. pool reselection), and if unsuccessful, sends the SL LBT failure MAC CE to the gNB.
Proposal 1a: No SL C-LBT failure cancellation condition based on both IDLE/INACTIVE and Mode-1 recovery procedures is needed. 
Remaining SL C-LBT failure cancellation conditions
Proposal 2: RAN2 discusses whether an SL C-LBT failure triggered for a specific SL RB set needs to be cancelled, upon SL RB set reconfiguration. 
Proposal 2a: No other SL C-LBT failure cancellation conditions are pursued in this release (except for the already agreed ones).
Whether to support C-LBT failure indication over PC5
Observation 2: The main motivation to introduce SL C-LBT failure indication signaled from initiating UE to peer UE, as shown by proponents, is to enable differential handling for PSFCH reception failure by the peer UE when initiating UE detects SL C-LBT failure on related pools/SL RB sets (thus assuming subsequent PSFCH likely to fail). However, it is questionable whether this adds extra benefit than the Multiple-PSFCH mechanism supported by RAN1 (if it can already ensure PSFCH performance sufficiently in LBT environment). 
Observation 3: To introduce SL C-LBT failure indication signaled between UEs in PC5, extensive discussions need to be carried out on a number of aspects: what signaling is used, how the resource/resource pool to signal the indication is selected, intended UE behavior on how to use the received indication, etc. Proponents held divergent views on the intended UE behavior (impact on e.g. LCP, pool/resource selection, DTX based RLF, etc.).
Proposal 3: Do not support SL C-LBT failure indication from initiating UE to peer UE over PC5.
SR configuration specific to SL LBT failure MAC CE
Proposal 4: It is up to NW implementation whether to map SL-C-LBT failure recovery to an SR configuration and up to NW implementation whether this SR configuration is dedicated to SL C-LBT failure recovery. 
Proposal 4a: Similar to SR triggered by C-LBT failure recovery in NR-U, random access is triggered, if there is pending SR triggered by SL C-LBT failure recovery which has no corresponding SR configuration.
How to handle reserved resources upon SL C-LBT failure detection
Proposal 5: If a selected grant includes reserved resources on a SL RB set(s) where SL C-LBT failure is triggered later, RAN2 discusses:
· Whether the selected SL grant should be cleared;
· Whether resource reselection should be performed. 
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