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Introduction 
In this paper, we discuss remaining open issues for the new BSR table.
Discussion
In the last two RAN2 meeting (#121bis and #122), the following agreements on the new BSR table were made: 
	1. At least linear distribution is used for generating code points in new BSR table(s). FFS whether exponential distribution can be considered too. FFS if piecewise linear distribution is supported.
2. As working assumption (depending on how we create the new BSR table(s) and the MAC CE format), If more than one new BSR table are introduced, all of them have the same size BS field. FFS on the exact size. 
3. Support one static BSR table with 8 bits BS field for Rel-18 XR (for all cases).
4. We do not support additional piecewise linear BSR table in Rel-18. Can consider piecewise linearity when discussing how the BSR table values are defined.


We first discuss how to determine the range of the new BSR table. 
Since it has been agreed that the number of code points in the table is a constant (256), the parameters required to define the table is its maximum, minimum and distribution function. 
Since the objective for the new BSR table is to help network schedule UL grants that better match UE’s buffered data, the range of the new BSR table can be selected so that it matches the expected size range of UE’s UL data bursts. 
For XR traffic, the size range of UE’s data burst is determined by the size range of video frames, which can be known beforehand based on the bit rate (denoted by R) and frame rate (denoted by F) used by the application. For example, suppose an XR application applies AVC codec with 4K resolution, which produces a bit rate in the range of 20~150 Mbps [2]. Then at 60 fps, the size range of a data burst = R/8/F = 20/8/60 ~ 150/8/60 = 41~312 KB. 
Since quantization error matters more at high end of buffer sizes, the maximum data burst size should be covered by the new BSR table(s). We thus can set it as the maximum buffer size in the new BSR table (denoted by Bmax). It can be derived by the following steps:
· Since size of a data burst = R/8/F, it is easy to see that maximum burst size is associated with maximum bit rate and lowest frame rate. From Table 4.5-1 in [2], which is copied below for reference, we can see that AVC 8K high-quality produces the highest bit rate of 150 Mbps. 
Table 1. Expected Video coding standards performance and bitrate target
	Codec
	Coding performance
(Random-Access)
	Targeted bitrate
(Random Access)

	
	Objective
	Subjective
	

	AVC
	
	
	4k:
· Statmux: 20-25 Mbps
· CBR: 35 - 50 Mbps
8k: 
· CBR: 80 - 100 Mbps
· High quality: 100 - 150 Mbps
[33][34][35]

	HEVC
	-40% vs AVC [33][34][35]
	-60% vs AVC [33][34][35]
	4k:
· Statmux: 10-13 Mbps
· CBR: 18-25 Mbps
8k: 
· CBR: 40-56 Mbps
· High quality: 80-90 Mbps
[33][34][35]



· Since the set of common frame rates are 24, 25, 30, 50, 60, 90, 120, 144 and 240, we can derive Bmax to be 150Mbps/8/24 = 781,250 B.  
There are two possible approaches for determining the minimum of the new BSR table (denoted by Bmin).
In the first approach, Bmin can be the minimum size of all possible data bursts (denoted as Dmin), if the resulting quantization error at Bmin is no worse than the legacy one. By the same approach used to determine Bmax, one may find Bmin = minimum bit rate / maximum frame rate = 10 Mbps/8/ 240 fps = 5,208 B. 
· If linear distribution for the code points is used, then the step size between the code points is (781,250 – 5,208) / 256 = 3,031 B. The resulting quantization error at Bmin = 3,031/5,208 = 58%, which is way higher than the one with legacy table (6.5%). So linear distribution does not work in this approach.
· If exponential distribution is used, since Bmax = Bmin x (1+p)^(N-1), where p is the quantization error and N is the number of code points (256), p = (Bmax/Bmin) ^ (1/(N-1)) = (781,250/5,208) ^ (1/255) = 2.0%. 
In the second approach, Bmin is derived based on the objective of minimize the average quantization error (denoted by AQE). Without assuming a particular probability distribution on video frame size, this average quantization error can be defined as arithmetic average. Such a minimum exists because of the following reasons: 
If Bmin is selected between Dmin and Bmax, then the quantization error = 6.5% for buffer size in the range [Dmin, Bmin] (i.e. legacy BSR table is used) and a lower value (denoted by QEnew) for buffer size in the range [Bmin, Bmax] (i.e. new BSR table is used). The AQE can be calculated as follows:
x 
When Bmin moves towards Dmin, the weight for legacy part of quantization error in the average quantization error reduces, but the weight from QEnew increases, due to both higher quantization error and wider range of [Bmin, Bmax]. The opposite happens when Bmin moves towards Bmax. In summary, the two terms in AQE move in opposite directions and offset each other. Therefore, an optimal Bmin exists between Dmin and Bmax, which can be determined through a numerical study. 
Figure 1 shows how AQE varies with different values of Bmin (shown in logarithmic scale for better illustration) over the range [Dmin, Bmin], for both linear and exponential distributions. One may see that exponential distribution consistently outperforms linear distribution over the entire range of Bmin. The minimum AQE of 1.4% is achieved at Bmin = 53,054 B. 
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Comparing the results produced by the above two approaches, we can see that the 2nd approach with exponential distribution is better, in term of lower average quantization error (1.4% vs 2.0%). 
A point worth noting about the above analysis is that the bit rates and frame rates we used are independent from each other. For example, we used maximum bit rate (AVC at 8K resolution) and minimum frame rate (24 fps) to derive Bmax. In reality, this assumption may not hold. For example, it is not common for an application to run at a very high resolution at a very flow frame rate. Hence these two parameters should be considered in a pair, when we use them to derive the new BSR table. In addition, some of the rates in the table may not be used in UL-centric application. For example, it is unlikely in the time frame of Rel-18 that 8K resolution will be used for UL-centric XR applications. 
Since RAN2 do not have expertise in codec, RAN2 should consult with SA4 to obtain that information. 
Proposal 1. 	Use exponential distribution to generate code points in the new BSR table. 
Proposal 2. 	Maximum buffer size can be determined based on the ratio between maximum bit rate and minimum frame rate of UL-centric XR applications.
Proposal 3. 	Minimum buffer size is the one which minimizes average quantization error over the size range of data bursts of UL-centric XR applications. 
Proposal 4. 	Discuss whether to ask SA4 to provide a list of bit rate and frame rate (in pair) used by UL-centric XR applications.
The motivation of using a new BSR table is to reduce quantization error in BSR. Therefore, UE should always choose the BSR table which has the lower quantization error. This implies that if an LCG’s buffer size is within the range of the new BSR table, then it should use the new BSR table. Otherwise, it should use the legacy one.
Proposal 5. 	UE uses the new BSR table to report the buffer size of an LCG if it is within the range of the new BSR table. Otherwise, the legacy BSR table is used.
Since UE may use either of the two BSR tables, UE needs to provide an indication to network on which BSR table UE it used when reporting. Two options have been proposed for this indication: 
· Option 1. UE uses two BSR MAC CEs to report, i.e. one is for reporting LCGs whose buffer size has been encoded using the legacy BSR table, the other is for report LCGs whose buffer size has been encoded using the new BSR table. The latter can reuse the legacy MAC CE, as it only needs to use a new LCID to indicate it is associated with the new BSR table. The advantage of this option is that there is no need to discuss how to design a new BSR MAC CE Its downside is that it costs extra UL overhead because in most cases the 2nd BSR MAC CE only needs to report one LCG. Hence it is a bit wasteful to use an extra BSR MAC CE to report only one LCG. Moreover, if two MAC CEs are to be used for a single BSR, then it is more efficient (lower quantization error) if the 2nd BSR MAC CE reports “delta”, i.e. one of the options was discussed but deprioritized in earlier meetings).
· Option 2. A single, enhanced BSR MAC CE is used, and this new BSR MAC CE includes a new 8-bit bitmap which indicates which BSR table an LCG has used to encode its buffer size. We think this option is straightforward and requires only a small change to the legacy MAC CE, because the difference is only one 8-bit bitmap. 
Proposal 6. 	If UE has LCGs which use the new BSR table to encode its buffer size, it uses an enhanced BSR MAC CE, which is extended from the legacy one by including a new bitmap that indicates which BSR table each LCG has used to encode its BS field.     
Based on Proposal 6, we think the format for the new enhanced BSR MAC CE can have the following format:


In the format above, the bit BTk in the newly added bitmap indicates which BSR table LCG k has used to encode its buffer size.  
Proposal 7. 	Adopt the proposed format for the enhanced BSR MAC CE.
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
Proposal 1. 	Use exponential distribution to generate code points in the new BSR table. 
Proposal 2. 	Maximum buffer size can be determined based on the ratio between maximum bit rate and minimum frame rate of UL-centric XR applications.
Proposal 3. 	Minimum buffer size is the one which minimizes average quantization error over the size range of data bursts of UL-centric XR applications. 
Proposal 4. 	Discuss whether to ask SA4 to provide a list of bit rate and frame rate (in pair) used by UL-centric XR applications.
Proposal 5. 	UE uses the new BSR table to report the buffer size of an LCG if it is within the range of the new BSR table. Otherwise, the legacy BSR table is used.
Proposal 6. 	If UE has LCGs which use the new BSR table to encode its buffer size, it uses an enhanced BSR MAC CE, which is extended from the legacy one by including a new bitmap that indicates which BSR table each LCG has used to encode its BS field.   
Proposal 7. 	Adopt the proposed format for the enhanced BSR MAC CE. 
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