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1	Introduction
[bookmark: _Ref178064866]Model transfer/delivery aspects have not been treated in the previous RAN2 meetings as the focus have been on architecture and data collection matters.  
RAN2’s discussion so far has, arguably, been kept at a high-level. On this matter, during RAN2#121, it was agreed that the table in R2-2302268 could serve as a starting point for continued discussion when it comes to studying model transfer/delivery from a network entity (e.g., gNB, CN, server) to the UE.
The mentioned table currently represents a qualitative analysis of the set of identified solutions listed below (see the corresponding RAN2#121 agreement):
	· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).



As captured in the previous meeting notes, RAN2’s aim should be to analyse the feasibility and benefits of these solutions. Which is indeed the goal of this document.
To do so, we consider RAN1’s progress and RAN2’s (long) email discussion on “functionality to entity mapping” (i.e., [Post122][060][AIML]). Moreover, we highly recommend the reader to refer to our paper in Agenda Item 7.16.2.1, where we further elaborate on some of the notions included in this document.
Before jumping into the discussion, and simply as a means of information, below we share the definitions that are currently captured in TR 38.843:
	AI/ML model delivery: A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner. Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.
AI/ML model transfer: Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signalling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
2	Discussion
2.1	Context
There might be a need to transfer/deliver a model to the UE when:
· the model is trained, stored (or developed or compiled) in a different entity, or when
· Note: as currently captured in RAN2’s functional framework
· the model is jointly generated by the UE and the NW (e.g., for a two-sided CSI use case).
Model transfer/delivery is then at the centre of the NW-UE collaboration levels discussion in TR 38.843:
	[bookmark: _Toc137744856]4.3	Collaboration levels
In this clause, various levels of collaboration between UE and gNB are identified as found pertinent to the selected use cases, e.g.,  
-	No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes] 
-	Various levels of UE/gNB collaboration targeting at separate or joint ML operation 
The following network-UE collaboration levels are considered as one aspect for defining collaboration levels
1.	Level x: No collaboration.
2.	Level y: Signalling-based collaboration without model transfer. Note: this level includes cases without model delivery.
3.	Level z: Signalling-based collaboration with model transfer.
Level x/y boundary is understood such as Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE. (Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Level y/z boundary is defined based on whether model delivery over the air interface is done in a non-transparent manner to 3GPP signalling. Note: procedures other than model transfer/delivery are decoupled with collaboration Level y-z.
The following Cases further detail the different options for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models:
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side






We notice that “case y” is equivalent to RAN2’s “solution 4”. While cases z1-z5 can map to the other RAN2-centric solutions.
Then, from the TR’s table above we observe that discussion could focus on 3 main points, which might help us conclude on the best way forward:
1. Model formats
2. Model storage location
3. Model training location

Before getting into the use cases (see Section 2.2), below we briefly analyse the 3 previously mentioned points. However, as per RAN2’s agreed RAN2 functional framework below, our focus will rather be on training and storage location, while we only include a quick note on model format (this is a RAN1 discussion after all).


Figure 2: Functional architecture of AI for air interface
2.1.1	On model formats
The following is understood by us from RAN1’s discussion:
a) An open format for models refers to a format that is not proprietary and is available for use (and eventually modification). Open formats are not locked into a specific software platform or vendor. So, their design allows them to (in principle) be easily broadcast and shared across different systems and platforms.
b) Proprietary formats are owned by a specific vendor and are not freely available for others to use or modify. Proprietary formats can typically be tailored to meet specific requirements and, in principle, could allow for enhanced performances. Proprietary formats should allow to protect AIML model details/information.
The choice of formats can then affect the discussion on how and where we store the models.  
2.1.2	Storing UE models in the network
Overall, there is little incentive to store a UE's model in the 3GPP network instead of on a UE server. The network cannot act as a central node for distributing models to various UEs, as UE models are not interchangeable between different vendors or chip types. Moreover, storing and managing UE models in the network would place a significant burden on the network's resources due to the large number of different UE models from various vendors and with different capabilities.
One could still argue that the above is mostly critical when considering proprietary formats. Indeed, an open format could eventually aid towards this “storing UE model goal”. However, standardization efforts for an open format model appears to be extremely high.   
Regarding the specification of model transfer in RAN layers, it should be noted that this comes with a significant level of complexity. There are several aspects to consider, such as whether the Control Plane (CP) or User Plane (UP) will be utilized, how model transfer will be handled during mobility, and the need for coordination across neighbouring gNBs for the transfer of pending models, which may also impact RAN3. If UP is selected, an UP layer or new interface must be introduced in the RAN. On the other hand, if CP is used, a framework should be introduced in RRC to handle model transfer, along with a set of new procedures to manage mobility scenarios, RLFs, etc.
[bookmark: _Toc142643815]Storing and managing UE models in the network is impractical due to the diversity of UE models and the burden it places on network resources.
[bookmark: _Toc142643816]Open formats could somehow ease the conception of UE’s models stored in the NW. However, standardization efforts to achieve open format models seems too high and should not be within RAN2 scope. 
[bookmark: _Toc142643817]Specifying model transfer in RAN layers is complex and requires consideration of various factors such as CP/UP options, new procedures for mobility scenarios, coordination among entities (e.g., gNBs), impact to other RAN WGs, etc.

2.1.3	Training UE models in the network
One potential benefit of training UE models in the network is the network's ability to guarantee that the models transferred to the UE meet the minimum 3GPP requirements for UEs.
However, UE models trained in the network are unlikely to be tailored to the specific hardware of individual UEs. As a result, the UE may be required to use generic hardware to run a model provided by an entity with no knowledge of individual UE's hardware, which may not be optimized by nature.
This approach is not reasonable as the network might only be able to train in a “one-size-fits-all model” fashion, without the possibility of hardware optimization for the target UE. Training for the least capable UE implies that the performance and efficiency of more capable UEs are sacrificed.
Furthermore, using generic hardware is not compatible with the fundamental design principle of the UE chip, which needs to run efficiently (e.g., high throughput, low power consumption, small chip size, lower memory size).
Therefore, each UE should train its own model using its own resources to optimize for its specific hardware capabilities, rather than relying on a generic model provided by the network.
[bookmark: _Toc142643818]It is more practical for UEs to train their own models, optimizing for their specific hardware capabilities, rather than relying on a generic model provided by the network.
[bookmark: _Toc142643819]Monitoring models could enable verification of compliance with the minimum requirements applicable to UEs.

2.2	Use cases
The analysis in Section 2.1 should now be useful when considering the SI’s use cases and the scenarios on which a standardized model transfer/delivery solution could appear to be needed.
2.2.1	CSI use case
For the CSI use case, RAN1 considers Type 3 training (see table below), which does not rely on (a spec.-based) model transfer solution.
On the other hand, Type 1 training-based solutions are still under study in RAN1 for which further input might be needed. 
	RAN1#110 Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

RAN1#111 Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.



	RAN1#113 Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.



Then, since we already have an option on which there is separate training at NW- and UE-side, we see no real need for RAN2 to consider model transfer for the two-sided CSI compression use case.
[bookmark: _Toc142643811]RAN2 acknowledges that the two-sided CSI use case is feasible without considering model transfer/delivery between UE- and NW-side.

2.2.2	Beam management use cases
For the beam management use cases, only one-sided model scenarios are being studied, i.e., either UE- or NW-sided models. With already two agreed alternatives (highlighted below) considering training happening on the same side on which inference occurs. This implies that there is no need to get into any model transfer discussion.
Hence, we see no clear motivation to get into the third alternative (“Alt.3” below) on which the NW trains the model and later transfer it to the UE. For which we believe that RAN1 should provide such input to RAN1 (see highlighted text below). 
	RAN1#111 Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side



[bookmark: _Toc142643812]RAN2 acknowledges that for the beam management uses cases, only one-sided (i.e., UE- or NW-sided) models/scenarios are studied, for which there is no need (or clear motivation) to consider model transfer/delivery between UE- and NW-side.

2.2.3	Positioning use cases
As seen in the table below, for positioning use cases, we can identify UE-, gNB- and LMF-sided models.
	· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



For which, as seen in ‘[Post122][060][AIML] Mapping of functions to physical entities’, the following model transfer/delivery scenarios were discussed:
· Case 1 and 2a:  LMF à UE, Server à UE, OAM à UE 
· Case 2b and 3b: no model transfer/delivery
· Case 3a: LMF à gNB, or OAM à gNB, or no model transfer/delivery if the model is trained at gNB
However, as it is for the other uses, the natural assumption would be that for UE-sided, LMF-sided, or gNB-sided models, the model training function resides withing each respective side performing the inference, i.e.:
· For UE-sided model: the AIML training function resides in the UE and/or in an OTT server. It is not clear why the LMF or the CN should be involved.
· For LMF-sided model: the LMF should be the natural termination entity for this case. Whether the LMF can leverage on an OTT server for training/model storing is something that should be left to vendors and does not impact 3GPP/RAN2. Moreover, OAM involvement can also be considered, but there is no RAN2 specifications impact either.
· For gNB-sided model: The model is used to estimate an unobserved direct path ToAs (TimeOfArrival). The gNB is connected for example to a certain number of TRPs, and for each of them, it estimates the channel, from which it can derive (as output) a certain number of unobserved direct path ToAs.
Estimated unobserved direct path ToAs are forwarded to the LMF to obtain UE’s positions using conventional positioning algorithms and potentially can be considered in an LMF-sided model.
Hence, to us, the gNB-sided AIML positioning is used to assist positioning estimation at the LMF, which is ultimately the recipient of the gNB-sided AIML positioning.
Since the LMF is ultimately in charge of deriving the UE physical position, we believe that the LMF can provide the gNB with the ground truth labels associated to the LoS ToA around which the gNB can then train its model on the basis of UE measurements (e.g. UL SRS). Otherwise, if the LMF is meant to build a gNB-sided model, new signalling should be specified on the interface between the gNB and the LMF. As well as the feedbacks of how the gNB-sided model provided by the LMF is behaving.
For which any model transfer is based on implementation-based solutions. 
Therefore, we are left with the following:
· Case 1 and 2a:  LMF à UE, Server à UE, OAM à UE 
· Note: The LMF can certainly ask the UE to perform certain measurements to estimate the UE’s location, but such measurements should be used to improve the LMF-sided model.
· Case 2b and 3b: no model transfer/delivery
· Case 3a: LMF à gNB, or OAM à gNB, or no model transfer/delivery if the model is trained at gNB
For which it is unclear whether there is a real motivation to consider solutions impacting RAN2 specification, as there are feasible alternatives not relying on model transfer.
[bookmark: _Toc142643813]RAN2 acknowledges that for the positioning uses cases, only one-sided (i.e., UE-, LMF-, and gNB-sided) models/scenarios are studied, for which there is no need (or clear motivation) to consider model transfer/delivery between different entities.

2.3	Final analysis	
As observed above, the use cases in the AIML for PHY SI have not provided a strong motivation to consider standardized model transfer solutions. Indeed, for Beam Management and positioning, feasible alternatives not relying on model transfer for UE-sided and NW-sided models are being considered. Similarly, the two-sided CSI use case is discussing training that does not require model transfer.
[bookmark: _Toc142643820]RAN1 have identified sound and attractive alternatives not relying on model transfer for all use cases in this SI.

The above observations directly rule out all solutions identified in RAN2, except for solution 4 where models are transferred in a transparent manner and UEs can obtain models independently of the network, and while ensuring that these models are optimized for the UE's hardware and corresponding purpose/use case. 
[bookmark: _Toc142643814]For model transfer/delivery, solution 4 is the preferred method, where a server can transparently transfer AIML model(s) to the UE. 

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Storing and managing UE models in the network is impractical due to the diversity of UE models and the burden it places on network resources.
Observation 2	Open formats could somehow ease the conception of UE’s models stored in the NW. However, standardization efforts to achieve open format models seems too high and should not be within RAN2 scope.
Observation 3	Specifying model transfer in RAN layers is complex and requires consideration of various factors such as CP/UP options, new procedures for mobility scenarios, coordination among entities (e.g., gNBs), impact to other RAN WGs, etc.
Observation 4	It is more practical for UEs to train their own models, optimizing for their specific hardware capabilities, rather than relying on a generic model provided by the network.
Observation 5	Monitoring models could enable verification of compliance with the minimum requirements applicable to UEs.
Observation 6	RAN1 have identified sound and attractive alternatives not relying on model transfer for all use cases in this SI.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 acknowledges that the two-sided CSI use case is feasible without considering model transfer/delivery between UE- and NW-side.
Proposal 2	RAN2 acknowledges that for the beam management uses cases, only one-sided (i.e., UE- or NW-sided) models/scenarios are studied, for which there is no need (or clear motivation) to consider model transfer/delivery between UE- and NW-side.
Proposal 3	RAN2 acknowledges that for the positioning uses cases, only one-sided (i.e., UE-, LMF-, and gNB-sided) models/scenarios are studied, for which there is no need (or clear motivation) to consider model transfer/delivery between different entities.
Proposal 4	For model transfer/delivery, solution 4 is the preferred method, where a server can transparently transfer AIML model(s) to the UE.
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