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[bookmark: _Ref178064866]Introduction
In XR WI [1], following objectives are agreed in order to support the CG enhancement for XR traffic:
	Specify the enhancements related to capacity:
· Multiple Configured Grant (CG) PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
· Dynamic indication of unused CG PUSCH occasion(s) based on Uplink Control Information (UCI) by the UE (RAN1, RAN2);
· Buffer Status Report (BSR) enhancements including at least new Buffer Status Table(s) (RAN2);
· Delay reporting of buffered data in uplink (RAN2);
· Discard operation of PDU Sets for DL and UL (RAN2, RAN3);


In this contribution, we show our views on CG enhancement for XR in RAN2 aspects.
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Aspects on Multi-PUSCH CG operation
In RAN1#113 meeting[2], it is agreed that the Multi-PUSCH CG configuration is based on NR-U framework, and the multiple CG PUSCH occasions are defined as N consecutive slots for each CG period:
	Agreement
For time domain resource allocation for multi-PUSCH CGs, support
· For TDRA determination (based on NR-U framework)
· For Type-1, follow the rules for DCI format 0_0 on UE specific search space, as defined in Clause 6.1.2.1.1 of TS 38.214.
· Note: To determine the configuration of TDRA, PUSCH repetition type A is assumed according to description in 6.1.2.3 in 38.214 for Type-1.
· It is still an open issue whether repetition is supported. If it is decided repetition is not supported, it implies the corresponding repetition factor for is one.
· For Type-2, the TDRA table is determined by the TDRA table associated with activation DCI, as defined in Clause 6.1.2.1 of TS 38.214.
· Note: The DCI format for activation DCI with pusch-RepTypeA is applicable. 
· It is still an open issue whether repetition is supported. If it is decided repetition is not supported, it implies the corresponding repetition factor for is one.
· N is configured by higher layers
· A single SLIV is determined from TDRA.
· The SLIV used for 1st PUSCH per CG period.
· The PUSCH is used in each of N consecutive slots per CG period
· Note: N is configured independently from cg-nrofSlots-r16 and cg-nrofPUSCH-InSlot-r16, respectively. N configuration is independent from cgRetransmissionTimer configuration.
· To determine corresponding slots for CG PUSCHs in a period of a multi-PUSCH CG configuration:
· For the first PUSCH in the period, follow the legacy procedures.
· For remaining PUSCHs in the period
· For Type-1 and Type-2, reuse the corresponding procedures for NR-U by applying the RRC parameters N, instead of cg-nrofSlots-r16 and cg-nrofPUSCH-InSlot-r16, respectively.




Before discussing Multi-PUSCHs CG operation in RAN2, common terminology should be defined in order to avoid the confusion during the RAN2 discussion. Considering that “multi-PUSCHs CG” is defined as “a CG PUSCH configuration with multiple CG PUSCH transmission occasions within a period of the CG PUSCH configuration” in RAN1, it is suggested to define following terminologies for Multi-PUSCHs CG operation in RAN2.
· “CG transmission occasion (CG TO)” refers to “one PUSCH transmission occasion” 
· “CG group” refers to “Multiple CG TOs in one CG period”



Proposal 1. Define following terminologies to discuss and specify Multi-PUSCHs CG operation in RAN2.
· “CG transmission occasion (CG TO)” refers to “one PUSCH transmission occasion” 
· “CG group” refers to “Multiple CG TOs in one CG period”

Handling of uplink grant for Multi-PUSCH CG
From RAN2 point of view, when Multi-PUSCH CG is configured, the multiple CG TOs in one CG period can be handled as one of followings:
· Option 1: treat each CG TO in one CG period as a separated uplink grant
· Option 2: treat multiple CG TOs in one CG period as one uplink grant

Given that the Multi-PUSCH CG configuration is determined based on the NR-U framework as RAN1 agreed, it would be simpler to follow the NR-U’s approach to determine the uplink grant in Multi-PUSCH CG configuration. In addition, considering that different HARQ process ID is determined for each CG TO in one CG group, it would be simpler to follow the NR-U framework in order to determine association between CG TO and HARQ process ID when each CG TO occurs.. Therefore, we think that if CG TO is considered as a separated uplink grant (i.e., Option 1) similar to NR-U framework, the spec impact can be minimized. For example, if the [Number of CG TOs in one CG period] is configured for Type 1 or Type 2 CG, the MAC entity considers that the uplink grants occur in those additional PUSCH allocations.

Proposal 2. From RAN2 perspective, if Multi-PUSCH CG is configured, each CG TO in one CG period is considered as separate uplink grant.

CGT handling for Multi-PUSCH CG operation

According to current TS 38.321 [3], the CGT can be configured in order to ensure the retransmission per HARQ process. If the CGT is configured, the CGT is started per HARQ process ID associated with the PUSCH occasion. If the CGT is running for a HARQ process ID, the new transmission (i.e., transmission of the new MAC PDU) using the CG PUSCH occasion associated with the HARQ process ID is not allowed.

Given that different HARQ process ID is associated with each CG TO for Multi-PUSCH CG operation, if the CGT is configured, the CGT for HARQ process IDs associated with CG TOs in one CG group would be started separately. In this case, if only a part of CG TOs in one CG Group is used, some of CG TOs can be used for initial transmission in next CG group, even though the CGT is configured for Multi-PUSCH CG. For example, if there is unused CG TO for HARQ process ID 2 among the CG TO for HARQ process ID 0/1/2 in one CG group, only the CGT for HARQ process ID 0 and CGT for HARQ process ID 1 would be started. In this case, if there is another new data or MAC CE to be transmitted in the next CG group, the CGT would be started with unsynchronized manner within the CG group.




[bookmark: _GoBack]However, given that multi-PUSCH CG is to support large and variable size of the XR data , the unsynchronized CGT would cause the limitation of usage the multiple CG TOs, which results in additional delay to trigger BSR and DG allocation. In other words, due to unsynchronized CGT start, the number of CG TOs may not be sufficient to transmit the XR data because a CG group may have at least one CG TO with CGT running and all configured CG TOs in each CG group cannot be used to transmit XR data. Additional DG allocation after BSR transmission would be required to compensate insufficient CG TOs and this additional delay would deteriorate the performance of XR service that requires stringent delay requirement. Therefore, CGT procedure should be discussed in order to ensure the synchronized CGT handling for Multi-PUSCH CG configuration. For example, new CGT can be defined which is commonly applied to one CG group, i.e., new CGT per CG group.

Proposal 3. RAN2 discuss how to align the CGT among the CG TOs in one CG group. 

Handling of PHR for Multi-PUSCH CG configuration

If each CG TO in one CG group is treated as separated uplink grant, current LCP procedure may cause inefficiency, e.g., for PHR operation or BSR procedure. For PHR operation, if PHR is triggered before the first CG TO occurs, the PHR MAC CE would be transmitted using the first CG TO, since the LCP priority of PHR MAC CE is higher than the UL data. However, even though the CG TOs in the current CG group can accommodate all UL data, if the PHR MAC CE is transmitted using the first CG TO, all UL data cannot be transmitted in this CG group and this requires additional DG for remaining UL data which causes additional delay. 

In our understanding, XR data transmission would be more important than PHR MAC CE transmission since PHR MAC CE is to report the remaining power headroom in the UE, which is useful for future scheduling, not for current transmission. Similar discussion was in Rel-17 SDT and it was agreed to cancel the triggered PHR if the UL grant(s) can accommodate all pending data available for transmission but is not sufficient to additionally accommodate the PHR MAC CE plus its subheader. Thus, we think that if the CG group can accommodate all XR data but cannot additionally accommodate the triggered PHR MAC CE, the PHR can make it pending at this CG group and the PHR MAC CE can be transmitted at the next CG group.

Proposal 4. Delay the triggered PHR until the next CG group if the CG group can accommodate the data but cannot additionally accommodate the triggered PHR MAC CE plus its subheader.


BSR operation with Multi-PUSCH CG operation

Similarly, for BSR operation, there are some cases in which the current LCP procedure causes inefficiency on the BSR operation, if each CG TO is treated as a separated uplink grant. According to the current MAC spec [3], once BSR is triggered, corresponding BSR MAC CE is transmitted prior to the uplink data, since the BSR MAC CE has higher LCP priority. In other words, if the BSR is triggered before the first CG TO in one CG group, the BSR MAC CE would be transmitted at the first CG TO within the CG group.

However, if the current CG group can accommodate the amount of data but cannot accommodate the data and triggered BSR MAC CE, transmitting the BSR MAC CE would cause the additional delay to transmit remaining data to allocate DG. In this sense, in the current MAC specification [3], it is specified that UE may cancel the triggered BSR when the UL grant(s) can accommodate all pending data available for transmission but is not sufficient to additionally accommodate the BSR MAC CE plus its subheader. Similarly, given that BSR is not needed if the current CG group can accommodate all the buffered data, the UE should be able to cancel the transmission of BSR, if the current CG group can accommodate all the buffered data. 



Therefore, in order to allow the cancellation of BSR based on whether the CG TOs of current CG period can accommodate the buffered data, the triggered BSR should be considered as pending until the last CG TO in the CG group.

Proposal 5. For multi-PUSCH CG operation, UE considers the triggered BSR as pending until the last CG TO in the CG group

On the other hand, when the size of the data burst is large, the allocated CG TO resources may not be sufficient to transmit the buffered data. That is, there would be remaining data of the data burst even if all of CG TOs are used to transmit the data burst. In this case, DG should be scheduled after the CG TOs, in order to ensure the transmission of remaining data within the stringent delay requirement. However, the network may not be able to detect the exact amount of the remaining data, since the BSR is not triggered unless the new data with higher priority is generated.

Therefore, in order to ensure the data transmission of the remaining data which cannot be transmitted using the CG TOs in the current period, the BSR should be transmitted on the last CG TO in order to receive the DG as soon as possible.

For example, when the large-sized data burst is generated, the UE determines that all CG TOs would be used. Then, the UE transmits the corresponding data using the determined CG TOs. Since there is remaining data at the end of the CG TO, the UE sends BSR using the last CG TO in order to indicate the amount of remaining data. When the gNB receives the BSR sent on the last CG TO, the gNB would schedule the dynamic UL grant for the remaining data. In this case, the UE does not need to wait for the next CG group to transmit the remaining data and satisfy the stringent delay requirement of XR service.




Proposal 6. BSR should be transmitted on the last CG TO when the multiple PUSCH occasions cannot accommodate the buffered data.

Aspects on unused CG TO indication (UTO-UCI)
When the size of one CG group is larger than the amount of data, some of the CG TOs in current CG group may not be used. In this case, the unused CG TO can be indicated to the network in order to allow the re-allocation of the unused resources to other UEs. 

The details on the unused CG TO indication is under the discussion in RAN1. In RAN1#113 meeting [2], following agreements are made including several options to indicate the unused CG TOs:
	Agreement
· A CG PUSCH occasion indicated as “unused” earlier, is not allowed to be indicated as “NOT unused later”.
· A CG PUSCH occasion indicated as “NOT unused” earlier, can be indicated as “unused” later.
· FFS: Whether there is specification impact

Agreement
For a CG configuration with UTO-UCI indication enabled, to determine the indicated CG PUSCH by a UTO-UCI indication, consider the following options for further down-selection:
· Option A-1a: 
· Configure the RRC parameter UTO_period.
· FFS range value of UTO_period
· Alt-1: values in time unit (e.g., XR traffic periodicity)
· Alt-2: one or multiple of CG periodicity given by integer values (n=1, 2, ..)
· The starting time of the first period of UTO periodicity starts at the same as starting time of the first period of the CG configuration and ends after UTO_period. The next UTO period(s) are followed after the first UTO period.
· A transmitted CG PUSCH that is confined within a UTO period, carries UTO-UCI that is applicable to the CG PUSCH TOs within the UTO period.
· Option A-2a:
· Configure the RRC parameter UTO_period.
· FFS range value of UTO_period
· Alt-1: values in time unit (e.g., XR traffic periodicity)
· Alt -2: one or multiple of CG periodicity given by integer values (n=1, 2, ..)
· Configure the RRC parameter UTO_offset. 
· FFS range value of UTO_offset 
· The starting time of the first period of UTO periodicity starts at the same as starting time of the first period of the CG configuration and ends after UTO_period. The next UTO period(s) are followed after the first UTO period.
· A transmitted CG PUSCH that is confined within a UTO period, carries UTO-UCI that is applicable to the CG PUSCH TOs within the UTO period and after UTO_offset from the end of the transmitted CG PUSCH.
· Option B-a:
· Configure the RRC parameter UTO_period.
· FFS range value of UTO_period
· Alt-1: values in time unit (e.g., XR traffic periodicity)
· Alt -2: one or multiple of CG periodicity given by integer value (n=1, 2, ..)
· UTO_offset is the offset value. 
· Alt-1: UTO_Offset is provided by configuration.
· FFS range value of UTO_offset 
· Alt-2: UTO_Offset = 0
· A transmitted CG PUSCH carries UTO-UCI that is applicable to the valid CG PUSCH TOs that are confined within UTO_period starting with UTO_offset from the end of the transmitted CG PUSCH. 
· Option B-b2:
· Configure the RRC parameter Nu (Nu is the size of bit-map)
· FFS range value of Nu
· UTO_offset is the offset value. 
· Alt-1: UTO_Offset is provided by configuration.
· FFS range value of UTO_offset 
· Alt-2: UTO_Offset = 0
· A transmitted CG PUSCH, carries UTO-UCI that is applicable to the Nu consecutive and valid CG PUSCH TOs, starting with UTO_offset from the end of the transmitted CG PUSCH.
· FFS on whether/how to extend to multiple CG configurations




Meanwhile, when the MAC entity receives an uplink grant, MAC PDU is generated and processed to HARQ entity in order to transmit the corresponding MAC PDU. That is, if there is no data to transmit using the PUSCH occasion, it would be first detected in MAC layer.

Therefore, whether each CG TO is used or not should be determined by the MAC layer. Given that the UTO-UCI cannot be modified once it indicates that a CG TO is ‘unused,’ the MAC layer should determine the unused CG TOs. When the MAC layer determines unused CG TOs, the MAC layer should instruct the lower layer to transmit UTO-UCI to indicate the corresponding unused CG TOs.

However, from the MAC aspect, it cannot be ensured that the future CG TO(s) will be unused. Therefore, it cannot be mandated to indicate that future CG TO(s) will be unused, even though the current buffer status is empty. Therefore, the determination of unused CG TO(s) should be based on the UE implementation, e.g., MAC entity may determine that CG TO(s) will be unused if the MAC entity expects that current buffer status will be empty before the CG TO(s) be indicated by UTO-UCI.

Once the CG TO is determined as unused and indicated to the PHY layer, the indicated CG TO should be considered as an invalid CG TO, i.e., cannot be used anymore.


Proposal 7. The unused CG TO should be determined by MAC layer based on UE implementation.
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[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]In this contribution, we show our views on CG enhancement for XR traffic. This discussion includes following proposals.
Proposal 1. Define following terminologies to discuss and specify Multi-PUSCHs CG operation in RAN2.
· “CG transmission occasion (CG TO)” refers to “one PUSCH transmission occasion” 
· “CG group” refers to “Multiple CG TOs in one CG period”
Proposal 2. From RAN2 perspective, if Multi-PUSCH CG is configured, each CG TO in one CG period is considered as separate uplink grant.
Proposal 3. RAN2 discuss how to align the CGT among the CG TOs in one CG group. 
Proposal 4. Delay the triggered PHR until the next CG group if the CG group can accommodate the data but cannot additionally accommodate the triggered PHR MAC CE plus its subheader.
Proposal 5. For multi-PUSCH CG operation, UE considers the triggered BSR as pending until the last CG TO in the CG group
Proposal 6. BSR should be transmitted on the last CG TO when the multiple PUSCH occasions cannot accommodate the buffered data.
Proposal 7. The unused CG TO should be determined by MAC layer based on UE implementation.
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