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1	Introduction
[bookmark: _Ref178064866]In this paper we discuss BSR enhancements including a new static 8 bit table and delay reporting of buffered data in uplink.

2	Discussion on BSR enhancements for XR
At the last RAN2 the following was agreed regarding BSR table:
· Support one static BSR table with 8 bits BS field for Rel-18 XR (for all cases).
· We do not support additional piecewise linear BSR table in Rel-18. Can consider piecewise linearity when discussing how the BSR table values are defined. 
For delay reporting the following was agreed:
· UE calculates the remaining time based on the PDCP discard timer value. FFS if UE reports one or multiple values. FFS how this is modelled in PDCP specification. FFS which UEs support this.
· When/if UE reports remaining time, the reference time for the remaining time is determined from the point of the first transmission of the information. FFS if intra-UE prioritization can impact this.
The following considerations should be taken into account when deciding how to create the new static 8 bit BS table: 
· Traffic and its characteristics may vary with time. Video frames are a typical example. Different frame types (e.g. I-frames and P-frames) are characterized by rather different sizes and variance. In addition, rate adaptation can also change the characteristics even for the same type of frame. The chosen range should cover several of these possible buffer size values, though all values may not be supported in the new table.
· The importance of the accuracy may be network dependant. Networks with very high spare capacity might not be concerned about having accurate values, while those networks with limited capacity may need much more accurate reports. The chosen accuracy thus need to be a compromise.
· [bookmark: _Hlk134609163]The specific range that may need to be covered is also dependent on the typical buffer size which is impacted by other traffic services running and network and UE features deployed.
· One possibility is to have several ranges within one table, i.e. piecewise linear. However, that will be the same as supporting multiple tables, and the agreement is to have one new table.
2.1	Buffer reporting
2.1.1	New BSR table
RAN2 has now made the agreement that one new static table should be added which should try to cover all traffic cases. As has been discussed this would imply a large range since many types of future traffic variations need to be supported. A proposal was earlier been made on a linear table with the range of 44 289 bytes (Bmin) to 781 250 bytes (Bmax), hereby called TableQ. This 8-bit table thus have a step size of 2879 bytes. Through simulations the impact of introducing this table can be evaluated. Relevant for analysing the impact is to make comparisons to other possible tables. Simulation results for such evaluations is shown in Figure 1. As can be seen there is a significant change in the amount of supported eMBB traffic at a specific XR capacity with different tables. With finer granularity tables the amount of supported eMBB users can be increased. All the way down to a small step size of 200 bytes improvements can be observed. Another noteworthy detail is that with a smaller step size the Bmin can also be set lower. This is preferred as having a lower quantization error also for lower buffer values has earlier been shown to be beneficial.
[image: ]
Figure 1 XR capacity at various eMBB load points with different table ranges and step sizes (in bytes).

Observation 1 Increasing the granularity of the BSR tables (down to a step size of 200 bytes) improves the capacity in a network with XR traffic.

The conclusion from these results is that there is room for more gains with finer granularity tables than the linear table that has so far been proposed. Preferably RAN2 should find a solution that captures a majority of these gains. Leaving out the configurable table solution, that was downvoted in earlier RAN2 meeting, there are two other possible solutions for this, either decrease the total range (i.e. lower Bmax) or introduce multiple static tables that covers different ranges.

Smaller range
With lower Bmax the step size can be smaller. For the upper gain limit of around 200 bytes this would imply a table range of around 60 000 bytes, i.e. a Bmin of 4000 bytes and a Bmax of 60 000 bytes. However the XR traffic supported with such a narrow table range may be very limited. Realistically the further down the Bmax is set the less likelihood it is that the table will be future proof and can support the evolution of XR traffic.
Multiple static tables
With multiple static non-overlapping tables it would be possible to cover a larger range. A step size of around 200 bytes would imply the need for around 13 tables to cover a similar range as the TableQ. In this case no single table will be tailored for the traffic handled at each time and thus multiple tables need to be possible to be used for each service, i.e. configuration of multiple static tables for each UE to select from. This implies that the UE should choose the best suitable table to report the buffer size. If the tables have non overlapping ranges such procedure can be done rather simple by having the UE select from the available tables the one with the range that covers the current buffer size. If none of the selected new tables cover the buffer size then the legacy table is used (as has already been agreed in RAN2). Example of how such reporting formats can be constructed is shown in section 2.1.3.

[bookmark: _Toc142603305]RAN2 to discuss the new BSR table considering that a small step size (down to 200 bytes) improves XR capacity.
[bookmark: _Toc142573384][bookmark: _Toc142573393]
2.1.3	BSR format
[bookmark: _Toc134713259][bookmark: _Toc134713360][bookmark: _Toc134713409][bookmark: _Toc134713763]A new long BSR format should continue reporting the buffer size for those LCGs which do have data in the buffer. There are two questions to resolve: 
· Can two BS tables be configured per each LCG? And,
· How to indicate if the UE is using legacy BS table or a new BS table?

A new additional bit Ti could be added per logical channel, in total one byte, indicating whether the new or the legacy table is used. Each bit would indicate whether the legacy table is used or the new table is used, as shown in Figure 2. In this example, 2 LGCs would set the T flag to “1”, while 1 LCG would set the T flag to “0” to indicate it is using legacy table. In case it will be agreed to have several new tables the Ti field per LCG could consist of more than one bit.

[image: ]
[bookmark: _Ref134022730]Figure 2 – Example of new table/BS format
Therefore a new BSR MAC CE should be created in TS38.321, where the difference from the legacy BSR MAC CE would be that one byte is added with the individual bits indicating if the correspondent LCG is using the legacy or the new BS table.
[bookmark: _Toc138767622][bookmark: _Toc138767689][bookmark: _Toc138767756][bookmark: _Toc142591097][bookmark: _Toc142603102][bookmark: _Toc142603170][bookmark: _Toc142603238][bookmark: _Toc142603306][bookmark: _Toc138767623][bookmark: _Toc138767690][bookmark: _Toc138767757][bookmark: _Toc142591098][bookmark: _Toc142603103][bookmark: _Toc142603171][bookmark: _Toc142603239][bookmark: _Toc142603307][bookmark: _Toc138767624][bookmark: _Toc138767691][bookmark: _Toc138767758][bookmark: _Toc142591099][bookmark: _Toc142603104][bookmark: _Toc142603172][bookmark: _Toc142603240][bookmark: _Toc142603308][bookmark: _Toc138767625][bookmark: _Toc138767692][bookmark: _Toc138767759][bookmark: _Toc142591100][bookmark: _Toc142603105][bookmark: _Toc142603173][bookmark: _Toc142603241][bookmark: _Toc142603309][bookmark: _Toc138767626][bookmark: _Toc138767693][bookmark: _Toc138767760][bookmark: _Toc142591101][bookmark: _Toc142603106][bookmark: _Toc142603174][bookmark: _Toc142603242][bookmark: _Toc142603310][bookmark: _Toc138767627][bookmark: _Toc138767694][bookmark: _Toc138767761][bookmark: _Toc142591102][bookmark: _Toc142603107][bookmark: _Toc142603175][bookmark: _Toc142603243][bookmark: _Toc142603311][bookmark: _Toc138767628][bookmark: _Toc138767695][bookmark: _Toc138767762][bookmark: _Toc142591103][bookmark: _Toc142603108][bookmark: _Toc142603176][bookmark: _Toc142603244][bookmark: _Toc142603312][bookmark: _Toc138767629][bookmark: _Toc138767696][bookmark: _Toc138767763][bookmark: _Toc142591104][bookmark: _Toc142603109][bookmark: _Toc142603177][bookmark: _Toc142603245][bookmark: _Toc142603313][bookmark: _Toc138767630][bookmark: _Toc138767697][bookmark: _Toc138767764][bookmark: _Toc142591105][bookmark: _Toc142603110][bookmark: _Toc142603178][bookmark: _Toc142603246][bookmark: _Toc142603314][bookmark: _Toc138767631][bookmark: _Toc138767698][bookmark: _Toc138767765][bookmark: _Toc142591106][bookmark: _Toc142603111][bookmark: _Toc142603179][bookmark: _Toc142603247][bookmark: _Toc142603315][bookmark: _Toc138767632][bookmark: _Toc138767699][bookmark: _Toc138767766][bookmark: _Toc142591107][bookmark: _Toc142603112][bookmark: _Toc142603180][bookmark: _Toc142603248][bookmark: _Toc142603316][bookmark: _Toc138767633][bookmark: _Toc138767700][bookmark: _Toc138767767][bookmark: _Toc142591108][bookmark: _Toc142603113][bookmark: _Toc142603181][bookmark: _Toc142603249][bookmark: _Toc142603317][bookmark: _Toc138767634][bookmark: _Toc138767701][bookmark: _Toc138767768][bookmark: _Toc142591109][bookmark: _Toc142603114][bookmark: _Toc142603182][bookmark: _Toc142603250][bookmark: _Toc142603318][bookmark: _Toc138767635][bookmark: _Toc138767702][bookmark: _Toc138767769][bookmark: _Toc142591110][bookmark: _Toc142603115][bookmark: _Toc142603183][bookmark: _Toc142603251][bookmark: _Toc142603319][bookmark: _Toc138767636][bookmark: _Toc138767703][bookmark: _Toc138767770][bookmark: _Toc142591111][bookmark: _Toc142603116][bookmark: _Toc142603184][bookmark: _Toc142603252][bookmark: _Toc142603320][bookmark: _Toc138767637][bookmark: _Toc138767704][bookmark: _Toc138767771][bookmark: _Toc142591112][bookmark: _Toc142603117][bookmark: _Toc142603185][bookmark: _Toc142603253][bookmark: _Toc142603321][bookmark: _Toc138767638][bookmark: _Toc138767705][bookmark: _Toc138767772][bookmark: _Toc142591113][bookmark: _Toc142603118][bookmark: _Toc142603186][bookmark: _Toc142603254][bookmark: _Toc142603322][bookmark: _Toc138767639][bookmark: _Toc138767706][bookmark: _Toc138767773][bookmark: _Toc142591114][bookmark: _Toc142603119][bookmark: _Toc142603187][bookmark: _Toc142603255][bookmark: _Toc142603323][bookmark: _Toc138767640][bookmark: _Toc138767707][bookmark: _Toc138767774][bookmark: _Toc142591115][bookmark: _Toc142603120][bookmark: _Toc142603188][bookmark: _Toc142603256][bookmark: _Toc142603324][bookmark: _Toc138767664][bookmark: _Toc138767731][bookmark: _Toc138767798][bookmark: _Toc142591139][bookmark: _Toc142603144][bookmark: _Toc142603212][bookmark: _Toc142603280][bookmark: _Toc142603348][bookmark: _Toc138767665][bookmark: _Toc138767732][bookmark: _Toc138767799][bookmark: _Toc142591140][bookmark: _Toc142603145][bookmark: _Toc142603213][bookmark: _Toc142603281][bookmark: _Toc142603349][bookmark: _Toc138767666][bookmark: _Toc138767733][bookmark: _Toc138767800][bookmark: _Toc142591141][bookmark: _Toc142603146][bookmark: _Toc142603214][bookmark: _Toc142603282][bookmark: _Toc142603350][bookmark: _Toc138767667][bookmark: _Toc138767734][bookmark: _Toc138767801][bookmark: _Toc142591142][bookmark: _Toc142603147][bookmark: _Toc142603215][bookmark: _Toc142603283][bookmark: _Toc142603351][bookmark: _Ref134190312][bookmark: _Toc142603352]Create a new BSR MAC CE based on the legacy BSR MAC CE, with one extra byte, where the individual bits are indicating whether the correspondent LCG is using the legacy or the new BS table, as shown in example in Figure 2. 
2.1.4	BSR operation and triggers
When the BSR is triggered and the UE calculates the total buffer size of the LCG, there may be the cases where both the legacy and the new table contains an index which can represent the UE buffer size. In those cases the legacy table should be used. 
When the buffer size value is outside the range covered in the new table, i.e. when only legacy table contains an index which can represent the UE buffer size, the UE shall then use the legacy BS table and formats. 

[bookmark: _Toc142603353]When both the legacy and the new BS table contain an index which can represent the UE buffer size, the UE shall use the new BS table and format.
[bookmark: _Toc142603354]When only one table (i.e. the legacy BS table) contains an index which represents the UE buffer size, the UE shall use the legacy BS table and format.

Legacy BSR triggering are considered suitable to meet the QoS requirements. However, it can be investigated if other triggers show additional benefits. On the other hand, XR traffic with long periodicity of data may still benefit from frequent BSR transmissions but this can be accommodated by configuration of frequent periodic BSR. These aspects need to be considered if new triggers are suggested. 
[bookmark: _Toc142603355]Current BSR triggering conditions are the baseline conditions for the new BSR introduced in Section 2.1.  

2.2	Delay reporting
During the Rel-18 SI simulations were done showing that adding delay information to the BSR is beneficial for XR capacity by utilizing the information in a delay scheduler [2]. Delay scheduling works by prioritizing users efficiently by utilizing early delay information. This led to the conclusion that some delay information should be reported coupled with buffer data [1]. A suitable place for this is in the BSR as it already contains the buffer size information. However, none of the existing BSR formats can be used for this since there need to be room for the delay information and thus a new MAC CE should be introduced.
[bookmark: _Toc142603356]Delay reporting should also provide buffer information utilizing the defined BS tables.

Claims have been made that only a single value of delay information should be enough to report. However, it can be shown in examples that reporting without any granularity on the time scale will not work well in all scenarios, e.g. when there are several PDU Sets at the same time in the buffer with different time left until deadline (see appendix A for detailed analysis of various time reporting scenarios). It is thus important that delay reporting is introduced on a more granular level than only reporting a single value. It should be noted that XR traffic has high latency requirement and thus data should not reside in the buffer for a very long time or it will anyway be regarded as useless and discarded. It can thus be assumed that there should not be a need for a large number of delay values reported however the exact number can be decided at a later stage depending on the agreement of introducing a new MAC CE. Further as there may be multiple traffic flows with different delay requirements ongoing from a UE the delay reporting should be done per LCG where preferably only LCIDs with similar delay requirements are grouped. This delay granularity increases the overhead of the reporting and thus finding a solution that limits the overhead is preferred. It should be noted that reporting the exact delay value would create a lot of overhead and is thus not practical. 
[bookmark: _Toc142603357]Delay reporting is done by indicating bucket indexes similar as for the buffer status, per LCG. 

2.2.1	Delay reporting configuration
Since delay/latency reporting can be done in a similar fashion to the buffer size reporting procedure, by reporting an index which would indicate a delay range, these delay/latency tables can be configured by the network and indicated via RRC. In this way the granularity can be flexible around the most relevant parts, i.e. the lower indexes indicate a smaller delay range in the table. 
The network could configure the minimum and maximum delay and the steps. For example, a minimum value of 0 and maximum value of 40 ms with 4 steps, would return 4 indexes indication a range in one of them from 0 to <10 ms, another from 10 to <20 ms, and so on. The UE would report the buffer size in each of these latency/delay buckets. Latency/delay buckets could indicate queued time, for instance.
[bookmark: _Toc142603358]Two delay tables per LCG can be configured: one for short delay reporting, another table for long delay reporting.
[bookmark: _Toc142603359]A delay table is defined by: - min value, - max value, and - stepSize.
[bookmark: _Toc142603360]Up to 8 buckets can be configured for long delay reporting. 1 bucket is enough for short delay reporting (see 2.2.3).
[bookmark: _Toc142591152][bookmark: _Toc142603157][bookmark: _Toc142603225][bookmark: _Toc142603293][bookmark: _Toc142603361][bookmark: _Toc142603362]Delay table is built as:
For index 0, BS value is defined by:
[ ≥ min value & ≤ min value x (stepSize x (BS index + 1)
Second and third index, BS value is defined by [≤ min value x (stepSize x (BS index + 1)]
Last bucket index is defined by ≥ min value x (stepSize x (BS index + 1)] or ≥ max value (if provided)
[bookmark: _Toc142603363]For short delay reporting, min and max value, or min and step size needs to be provided.

MAC-CellGroupConfig ::=             SEQUENCE {
    drx-Config                          SetupRelease { DRX-Config }                                     OPTIONAL,   -- Need M
    schedulingRequestConfig             SchedulingRequestConfig                                         OPTIONAL,   -- Need M
    bsr-Config                          BSR-Config                                                      OPTIONAL,   -- Need M
…

    [[
    DelayTablesList-r18  					SEQUENCE(Size (1..maxLCG (8))) of DelayTableList    						OPTIONAL,        	
    ]]

DelayTableList ::=            SEQUENCE {
	logicalChannelGroupIndex					ENUMERATED (0..maxLCG-ID),
    shortDelayTableConfig						DelayTableConfig  				OPTIONAL,
	longDelayTableConfigList					DelayTableConfig  				OPTIONAL
}

DelayTableConfig ::=            SEQUENCE {
	minValue               				    INTEGER (xx..yy),
    maxValue								INTEGER (nn..mm)			OPTIONAL
 	stepSize								INTEGER (bb..cc)			OPTIONAL
}

[bookmark: _Toc142603364]Adopt the ASN.1 outlined above to configure the delay table.

2.2.2	Delay reporting operation and triggers
As the simulations show [2] early delay information is important for the scheduler to do smart selection of users. Thus the delay information should be reported as early as possible, preferably it is already included in the first BSR that is sent when new data is being reported. Then if data has waited a while in the buffer and gets closer to deadline new BSR reports should include the updated delay values since this provides network with more accurate updates of the information. The frequency of the BSR reporting could be controlled by periodic BSR configuration or by triggering BSR when buffered data enters different delay buckets where there is not already data. 
[bookmark: _Toc142603365]Delay reporting is triggered when data enters an empty delay bucket. The buckets which trigger the delay reporting are configured by the network.

It has been agreed that the UE calculates the remaining time based on the PDCP discard timer value. These calculated values for the different PDU sets in the different logical channels can then be reported according to our bucket model.
[bookmark: _Toc138767682][bookmark: _Toc138767749][bookmark: _Toc138767816][bookmark: _Toc142591157][bookmark: _Toc142603162][bookmark: _Toc142603230][bookmark: _Toc142603298][bookmark: _Toc142603366][bookmark: _Toc142603367]The UE reports the buffer status in each of the delay/latency buckets.

[bookmark: _Ref134189644]2.2.3	Delay reporting format
New short delay reporting
For short delay reporting, it is important to keep the overhead limited. Thus, the simplest solution would apply a similar solution as the legacy short truncated BSR. This would result in that the short delay reporting would indicate the highest priority LCG which has data in a specified bucket (configured by the network). This is the reason why the bucket sizes for short delay and long delay reporting would be different. 
[bookmark: _Toc142603368]A short delay reporting is introduced. Its format is the same as the legacy BSR.
[bookmark: _Toc142603369]A short delay reporting indicates the highest priority LCG configured with delay reporting which has data in a bucket configured by the network.
New long delay reporting
It would be ideal that the delay reporting is as similar as possible to the BSR reporting adding, on top, a delay indication e.g., an index. Some companies suggested to report 1 bucket, the most priority one. This solution would require at least 1 bit to indicate if BS report for the bucket is included or not. Adding 1 bit will, in any case, lead to add one extra byte in the format, if the BS format is used as a baseline. Thus, if one extra byte is added, it is better to report all buckets which have data.
There are multiple possible formats to convey bucket and buffer status. Here we show the formats which comply with that the report should include multiple buckets, an indication of the table, and the buffer size for each of those.
For each LCG that has been configured with “delay reporting”, when the LCG has data, the reporting will include two fields indicating the presence of the buffer status for a bucket, and the table used for that buffer status. Figure 2 exemplifies how the format would look like when one LCG has been configured with delay reporting format, there are 8 buckets and the new table or the legacy table can be indicated for each of the buckets. If all buckets would contain data, 8 1-byte BS fields would follow.
For most of the cases, only few LCGs will be configured with delay reporting and that means that in most of the cases, the overhead would be limited to 2 bytes per LCG which was configured with delay reporting. Figure 3 shows an example in which all buckets contain data. However, when a bucket does not contain data the corresponding Ti field would not be present. BS fields would follow after the Ti bits.

[image: ]
[bookmark: _Ref134184178]Figure 3 – Delay reporting format

Below is an example of a report for three LCGs. The first LCG only reports buffer status, the second LCG reports delay and buffer status in two buckets and the third LCG reports delay and buffer status in three buckets.

[image: ]
[bookmark: _Ref134185002]Figure 4 – Example of the delay reporting format


[bookmark: _Toc142603370]One bit is used to indicate the presence of data in a bucket.
[bookmark: _Toc142603371]1 byte per LCG that reports delay is introduced to indicate 8 buckets. BS is reported as described in Figure 2.

[bookmark: _Toc142603372]The eLCID (1 octet) is used to for this new long delay reporting MAC CE.

[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
1. [bookmark: _Toc142574693]Increasing the granularity of the BSR tables (down to a step size of 200 bytes) improves the capacity in a network with XR traffic.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to discuss the new BSR table considering that a small step size (down to 200 bytes) improves XR capacity.
Proposal 2	Create a new BSR MAC CE based on the legacy BSR MAC CE, with one extra byte, where the individual bits are indicating whether the correspondent LCG is using the legacy or the new BS table, as shown in example in Figure 2. 
Proposal 3	When both the legacy and the new BS table contain an index which can represent the UE buffer size, the UE shall use the new BS table and format.
Proposal 4	When only one table (i.e. the legacy BS table) contains an index which represents the UE buffer size, the UE shall use the legacy BS table and format.
Proposal 5	Current BSR triggering conditions are the baseline conditions for the new BSR introduced in Section 2.1.
Proposal 6	Delay reporting should also provide buffer information utilizing the defined BS tables.
Proposal 7	Delay reporting is done by indicating bucket indexes similar as for the buffer status, per LCG.
Proposal 8	Two delay tables per LCG can be configured: one for short delay reporting, another table for long delay reporting.
Proposal 9	A delay table is defined by: - min value, - max value, and - stepSize.
Proposal 10	Up to 8 buckets can be configured for long delay reporting. 1 bucket is enough for short delay reporting (see 2.2.3).
Proposal 11	Delay table is built as: For index 0, BS value is defined by: [ ≥ min value & ≤ min value x (stepSize x (BS index + 1) Second and third index, BS value is defined by [≤ min value x (stepSize x (BS index + 1)] Last bucket index is defined by ≥ min value x (stepSize x (BS index + 1)] or ≥ max value (if provided)
Proposal 12	For short delay reporting, min and max value, or min and step size needs to be provided.
Proposal 13	Adopt the ASN.1 outlined above to configure the delay table.
Proposal 14	Delay reporting is triggered when data enters an empty delay bucket. The buckets which trigger the delay reporting are configured by the network.
Proposal 15	The UE reports the buffer status in each of the delay/latency buckets.
Proposal 16	A short delay reporting is introduced. Its format is the same as the legacy BSR.
Proposal 17	A short delay reporting indicates the highest priority LCG configured with delay reporting which has data in a bucket configured by the network.
Proposal 18	One bit is used to indicate the presence of data in a bucket.
Proposal 19	1 byte per LCG that reports delay is introduced to indicate 8 buckets. BS is reported as described in Figure 2.
Proposal 20	The eLCID (1 octet) is used to for this new long delay reporting MAC CE.
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Appendix A
Shown in this appendix is a number of examples on how different delay information will possibly impact the scheduling. The scenarios use only two UEs with different traffic arrival. The packet delay requirement (PDB) and traffic periodicity changes between scenarios. Different solution for delay information reporting is utilized in the different scenarios. For simplicity constant bitrates is assumed, i.e. the same amount of resources is scheduled every time slot.

Scenario 1, PDB=2: No delay information
[image: Graphical user interface, application

Description automatically generated]

Scheduling taking place at t=2 is not optimal since no delay information is available (a round robin scheme is utilized).


Scenario 1, PDB=2: Single value delay information
[image: ]
Scheduling with delay information make it possible for the scheduler to utilize delay scheduling and make the correct decision in t=2.

Scenario 2, PDB=3: No delay information
[image: Graphical user interface, application

Description automatically generated]
In a more complicated scenario (e.g. higher periodicity, jitter, congestion) multiple packets simultaneously will exist in the buffer and without delay information more packets risk to miss the deadline target.


Scenario 2, PDB=3: Single delay information
[image: Graphical user interface

Description automatically generated]
With a single delay value reported the scheduler can improve the situation also in the complicated scenario but still risk to make the incorrect decision (t=4) since it doesn’t know that the packets belonging to another PDU Set should belong in a different delay bucket.

Scenario 2, PDB=3: Delay buckets
[image: Graphical user interface

Description automatically generated]
With a delay bucket solution the scheduler can get the delay granularity to take the optimal decision at all time instances.
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