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Abstract
In this contribution we discuss topics related to model training, UE capability, as well as other LCM-related topics such as model selection/activation/deactivation/switching/fallback.
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Two-sided Model Training
In RAN1 meeting 110bis-e[4], the discussions on different types of two-sided model training have not reached agreement. Based on the collaborations between the two sides involved in the training, there are three different types.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side part and the network-side part are trained by UE side and network side, respectively.
With Type 1, the two-sided model is trained with some agreed-upon/identified dataset, then one of the two models is delivered to the other side for inference. In our view, it is less complicated than the other two types as it involves fewer information exchanges even though the size may be big, depending on the model design. The drawback of this approach is that model details are not protected from one side to the other side. In addition, there is a need to transfer/deliver the trained model from one side to the other side, which involves extra overhead, in particular, if the control-plane-based model transfer/delivery approach is used.
With Type 2, the two sides need to be trained using the same dataset as they need to share the forward propagation and backward propagation information along with gradient information during the entire training process. Type 2 is the most complicated one considering signaling and dataset/model delivery between the two sides. Depending on the complexity of the models and the design of the training procedure, this could mean lots of overhead. The benefit could be that one side does not need to share the proprietary model information to the other side but only the intermediate training information. 
With Type 3, each side trains its own model in a sequential way. The models are still trained with the same datasets; one side trains it first then transmits the dataset and interim results together with other assistance information, if any, to the other side for training. The benefit is one side does not need to know the model of the other side; for example, the NW can just share the training data with different UEs for training. The expectation is, by so doing, the NW can adapt to different UEs with the training using the same dataset. This way, the UE side model can be designed and optimized in a device-specific manner. However, since potentially there may be large number of vendors and UE capability combinations (assuming different UE capabilities may need different AI/ML model architectures), we are not sure whether this approach will work well in a large scale.
As we can see from the analysis above, each type of training has its pros and cons and implies different level of overhead and spec impact. In addition, the right approach may also depend on the use case. It would be too early to down select among them without further evaluation and study.
Proposal 1: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts. There is no need for down selections.

In RAN1 meeting 110bis-e[4], the following proposal regarding to the training of two-sided models was discussed but not agreed upon.
· Training of two-sided models may be performed in the network or at proprietary server(s).
· UE-side part of the two-sided model trained in the network may be delivered to UEs.
· NW-side and UE-side parts of the two-sided model trained at proprietary server(s) may be delivered to the network and UEs, respectively.
Companies have different opinions on many aspects. For example,
· Whether this is to preclude other types of two-sided training.
· Whether training at the proprietary server should be the default solution.
· Whether this topic should be discussed in CSI related use cases (AI 9.2.2.2)
Our view is that this is just one specific case of Type 1 of the three two-sided training types so it should not preclude other two-sided training types. Even if training at proprietary server(s) is desirable for some situations, we should NOT assume this is the only type to be supported.  In addition, we believe that the training of two-sided models to be performed in the network should be the baseline/default solution from use case study perspective. It is therefore important that the network provides the capability of doing the two-sided training.
Proposal 2: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.

Model selection/activation/deactivation/switching/fallback
In RAN2 meeting #121bis-e, the following agreements were reached on model selection/activation/ deactivation/switching/fallback.
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. 
· FFS how the different cases are different (e.g., applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/gNB-initiated. 
· FFS how the different cases are different (e.g., applicability to UE-sided vs network sided model).

In RAN1 meeting #110bis-e[4], the following agreement was reached.
RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
As we can see from the above, both RAN1 and RAN2 have discussed the topic.
· RAN2 concluded on which side can initiate the action(s), for all inference types (NW-side model, UE-side mode and two-sided models)
· RAN1 concluded not only on which side can initiate the action(s), but also which side can make the decisions. Note this is only for UE sided models and two-sided models (whether it is for NW-side model is FFS).
In meetings after RAN1 #110bis-e, there were a good number of proposals require UE to either report the operation decision to NW to get approval before executing the action, or to limit the actions UE can execute if UE make the decision solely on itself. The concerns were that, if the UE makes its own decision and executes it without the approval from the NW, there could be following issues.
· The UE may not be aware of all aspects impacting the AI/ML model operation so the decision may not be right.
· The NW could suffer unidentified network performance fluctuation/loss due to UE’s decision, especially if the UE does not report to the NW what it has done.
· The NW is not aware of the change of the model input/output, which may result in mismatched RS configurations and/or mismatched content/payload size of the expected UE report.
Further discussion on this topic is currently on hold in RAN1. We expect debates on whether UE can make its own decisions and execute it in RAN1’s future meetings. Therefore, it is better to postpone RAN2’s discussion and wait for RAN1’s decision to avoid conflict decisions.
Proposal 3: RAN2 to wait for RAN1’s decisions on whether UE can decide on the operation of model selection/activation/deactivation/switching/fallback and execute it without NW’s approval.

[bookmark: _Hlk99709641]UE Capability
In RAN1 meeting #113[1], UE capability wasn’t discussed (neither online nor offline). However, proposals were received from multiple companies. The proposed UE capabilities to be studied include:
· Capability in handling various AI/ML complexities, including pre- and post-processing
· Capability in feature extraction of collected data
· Model inference latency
· Capability on supported quantization levels
· Capability of online training
· Different levels of model inference performance
· (Battery) Power level
· Computational power
· Storage capacity
· Number of AI/ML models for parallel model monitoring and the supported methods for model monitoring
Also, there was a proposal to categorize UEs into two classes, GPU-based (General Processing Unit) and NPU-based (neural processing unit), reflecting different capabilities of AI/ML support.
If we look into the capabilities companies proposed, we can see these capabilities belong to two categories. 
· The first category relates to the physical/hard aspects of a UE, for example, size of the storage space, battery power level and computational power. 
· The second category relates to the functional/soft aspects of the UE (i.e., what functions can a UE perform), for example, inference latency, online model training etc. 
For physical capabilities, we can use the same/similar criteria as the agreed-upon measurement of complexity of an AI/ML model. For example, 
· Computational power: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g., Mbyte)
· Storage space
· Training/inference latency
Note status of some of the physical capabilities will vary over time as the situation changes. For example, the available storage space will expand or shrink based on the usage of other system or application processes, the available computing power depends on the number of concurrent running applications and processes at the UE. 
For functional capabilities, a UE simply checks whatever functions it can perform, such as, data collection, model training/inference etc. 
Proposal 4: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 5: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities levels (such as low, medium, and high), including pre- and post-processing.
· FFS: how to quantify low/medium/high
Interoperability and testability aspects
In RAN1 meetings #111[3], #112[2] and #113[1], there were not much discussion on the interoperability and testability aspects. However, we think this is an important topic.
In RAN1 meeting #110bis-e, the interoperability and testability have been discussed and summarized as below [4](see FL recommendation 3-73d).
· Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on how to support NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.
We believe interoperability is a requirement by default, in particular, when we talk about two-sided models. Although some companies claimed that two-sided models have no interoperability issues, we think it is necessary to capture it with more realistic assumptions. That is, what are the assumptions for the AI/ML based approach? For example, when discussing model switching, how many models do we assume the network side and UE side may have? 
Proposal 6: Common assumptions, topics, and guidelines for the discussion of interoperability require further study.
· Note: this may be use-case dependent.
Conclusions
In this contribution, we continue to present our views on architectural and general aspects. Based on the discussions in the previous sections, our proposals and observations are as follows.  
Proposal 1: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts. There is no need for down selections.
Proposal 2: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.
Proposal 3: RAN2 to wait for RAN1’s decisions on whether UE can decide on the operation of model selection/activation/deactivation/switching/fallback and execute it without NW’s approval.
Proposal 4: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 5: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities levels (such as low, medium, and high), including pre- and post-processing.
· FFS: how to quantify low/medium/high
Proposal 6: Common assumptions, topics, and guidelines for the discussion of interoperability require further study.
· Note: this may be use-case dependent.
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