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Abstract
In this contribution we summarized the discussions so far in both RAN1 and RAN2 on the topics related to model and functionality identifications and present our proposals on select topics.
Background
In this section, current activities and status of both RAN1 and RAN2 on the subjects will be presented as the background information to facilitate the discussion. We hope this information is helpful for our colleagues who did not participate in RAN1 discussions.
RAN1 Agreements and Conclusions
Model identification and functionality identification were the two major topics that have been heavily discussed in RAN1 both during the meetings and after the meetings in emails. 
Meeting #113
RAN1 achieved the following agreements on the topic [7].
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2

Meeting #112bis-e
During Meeting #112bis-e[1][2], RAN1 achieved the following agreements and conclusions on the topic.
Agreement: On definitions of functionality identification and model identification and related LCMs.
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Agreement: On UE reporting of applicable functionalities and UE part/UE-side models
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Conclusion: On logical model ID
· From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Meeting #112
During Meeting #112[3][4], RAN1 achieved the following agreements on the topic.
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Meeting #111
In meeting #111, the group agreed to study two types of LCM procedures, functionality-based procedure, and model-ID-based procedure. Two working assumptions of the terms “Model identification” and “Functionality identification” have also been made. However, both terms were defined as processes or methods. The “ID” itself has not been defined; in other words, they have been defined for their usage (a process/method), but not about what they are. The agreements and working assumptions are listed below.
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality.
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
For model-ID-based LCM procedure, indication of model selection/activation/deactivation/ switching/fallback based on individual model IDs

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

RAN2 Agreements and Conclusions

In RAN2 meeting #121bis-e, the following have been agreed on topics related to model ID.
On Model ID
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS.

In meetings before RAN2 meeting 121bis-e, RAN2 agreed on the following about model ID.
· R2 assumes that a model is identified by a model ID. Its usage is FFS.
· R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
· RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified.

Discussions
The Definition of Model ID
Although model ID and model identification have been frequently mentioned in both RAN1 and RAN2, the term “Model ID” has not been defined in either RAN1 or RAN2. Our view is that a model ID is a unique index/indicator that differentiates one model from other models within a network, in a way just like a phone number. 
“Globally Unique” is a desirable feature to have for model ID but it may be difficult to obtain and may also have some disadvantages. For example, some companies proposed to use UUID, which is 128-bit long with multiple variants. For model identification purpose, 128 bits may be too long as it brings extra overhead for model LCM. Therefore, local ID should also be supported. For the use of local ID, the network boundary within which model ID is unique can be flexible. For example, it could be one carrier’s nation-wide network, a metropolitan network, or even smaller networks for smaller operators. Within the same network, a model ID can unambiguously identify an AI/ML model for the common understanding between the NW and the UE, achieving the goal of model identification. 
Proposal 1: Adopt the following definition for “Model ID”:
A model ID is a unique indicator that differentiates one model from other models within a network. The model IDs may or may not be globally unique.

Meta information
Model ID alone does not tell us everything about a model; a model needs to be associated with some supplemental information, which is called meta information in both RAN1 and RAN2. Meta information about the model can be provided during model registration (to be defined later) and/or model identification processes. The examples of meta information could be applicable sub-use-case(s) and conditions, supported features/functionalities, version number, parameter information etc. Meta information can be stored within any entity that it is needed.
One of the important functions of meta information is to keep the model ID simple; by keeping all other information in meta information, model ID can be a simple, structure-less, index number. As we expect model ID will be used and exchanged among different entities more frequently than other information about the model, this will save on signaling overhead.
Proposal 2: Each model ID should be associated with a list of meta information that describes the functionalities, associated features, and other characteristics etc. of the model. 

Model Identification Types
In RAN1 meeting #113, the following model identification types for UE-side or UE-part of two-sided models have been agreed after intense discussions.
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

However, it is not clear how Type B1 and Type B2 work. The following are just some of the aspects.
· In the descriptions of Type B1 and B2, what does “initiate”, “assist” and “respond” mean, in terms of actions to be taken and the results to be expected?
· What are the general assumptions here? For example, with Type B2, when the NW initiates the model identification, can it assume the UE-side or UE-part of two-sided model has already been deployed and is waiting for the NW-initiated model identification procedure, or the NW just tries blindly (without knowing whether there is a UE-side/UE-part model at the UE)?
· In Type B, when it says, “UE responds”, does it mean a UE can assign a model ID to itself without first getting back to the NW, or it just responds to the NW’s inquiry and the NW will assign a model ID to the UE? In our understanding, the UE responds with a confirmation that the model is available at the UE and is ready for model ID assignment; the UE has no need to assign a model ID.
We think the above agreement needs further study and clarifications.
Proposal 3: Definitions of Type B model identifications on the following aspects require further clarification.
· Descriptions of implied actions of the terms “initiate”, “assist” and “respond”
· The assumption of model readiness (e.g., can we assume that model identification process starts only after models of both sides have been deployed?)

Proposal 4: In both Type B1 and Type B2 cases, the NW has the control to assign model IDs to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.

Dynamic Functionality/Model Applicability
In real systems, applicable functionalities at UE may change over time. Reasons may include site-, scenario- and/or dataset-specific models underlying a functionality. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) may affect applicable functionalities. 
Likewise, applicable models at UE may also change over time due to UE’s memory usage, battery status, or any other hardware limitations in addition to temporary unavailability of a model (e.g., time to download a model upon transparent model switching).
In RAN1 #112-bis-e, it was agreed to
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
These changes in applicable functionalities and models can be attributed to additional conditions. In the RAN1 #112-bis-e agreement, additional conditions are FFS.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
Additional conditions can be defined as the information provided by NW to UE such as scenario/dataset ID, pairing information for two-sided model operation, site/cell ID. Furthermore, UE’s internal conditions such as memory, battery, other hardware limitations, temporarily unavailability of a model due to the need of model download can also be considered as additional conditions.
In RAN1 meeting #113, this topic has been discussed intensely for several rounds. Although the group eventually agree to study the way to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature, the group was not able to agree on the additional conditions such as scenarios, sites, and datasets.
In general, we think the applicability of a model, although may be known at the initial model identification, will still be affected by environmental conditions such as scenarios, sites, and datasets which may change overtime. Therefore, no matter how a model is identified (functionality or model ID based), besides the already agreed-upon internal conditions (e.g., memory, battery, and other hardware limitations), the environmental conditions such as scenarios, sites, and datasets should be studied as they will affect the performance of the models.
Proposal 5:  Additional conditions (e.g., scenarios, sites, and datasets) that are needed for determining the applicability of the functionality of a model require further studies. How to signal these additional conditions from one side to the other also requires further study.

IDs for two-sided models
During the discussion after RAN1 meeting #112, an issue with IDs for two-sided models was raised. The basic question was, in the case of two-sided model, when one side of the model is updated and assigned a new ID, should the other side be updated with the same new ID too (in this case model on the other side has not changed)? 
A further related question was, if the model on the other side is still compatible with the updated model, should both sides use the same new ID, or the other side can keep its old ID?
In our view, for two-sided models, whenever an update happens on either side of the model, the changes need to be made known to the other side before the operation of the updated models; that is, all information associated with the model in use needs to be synced. 
Observation 1: There are two cases for the development of two-sided models. 
· In the first case, each side has only one model. In this case, the relationship is one-to-one, and the two sides may share the same model ID. 
· In the second case, one NW-side model may be matched to multiple UE-side models, or one UE-side model may be matched to multiple NW-side models. In this case it is not easy, if not impossible, for the two sides to share the same model ID.

Functionality Identification
During RAN1 meeting #112bis-e, the group reached the following agreement related to functionality identification.
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
Based on this definition, functionality is essentially AI/ML-enabled Feature/FG which can be configured through UE capability. 
Going back to RAN1 meeting #112, the group agreed that for AI/ML functionality identification, reuse legacy 3GPP framework of Features as a starting point for discussion. 3GPP TR 38.822 [5] provides the list of UE features for NR (also specified in 3GPP TS 38.306[6]). It is our understanding that AI/ML related features will be part of the list in the future. Therefore, functionality identification is a process that identifies which of the Feature(s)/FG(s) in the feature list an AI/ML model supports.
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Figure 4. Partial feature list for Mobility Enhancement in [3]

Take the feature list for Mobility Enhancement from [5] for example (as shown in Figure 4), the feature of Mobility Enhancement has an index of 21. This feature has multiple Feature Groups, and its first feature group has an index of 21-1a, which, in turn, contains multiple components. In the original table, each feature group has other information too but is not shown here due to the limit of the page width. 
We envision that for the AI/ML related features, such a feature list (or a similar one) is also necessary. That implies all the features and their related information need to be defined offline (e.g., in 3GPP) and clearly listed in the table before a model can identify its functionality using this table. 
In RAN1 meeting 112bis-e, one of the aspects that has not been decided is whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level.  These are considered the dynamic parts of the functionality that may be too early to decide at this stage.
The request of pre-defined AI/ML related features in the standard and the fast pace of the development in the field of AI/ML, making it difficult to ensure the standard to be future proof. We envision that there may be a need to define some placeholders for TBD features and/or user-defined feature so that new features can be added between standard releases and be considered standard compatible at some point. 
But even with the measures of future-thinking, there are still many aspects related to functionality ID that are not clear to us and, based on our observations, would take the group huge effort to sort it out (if possible). Some of our concerns are listed here.
· Although the group decided to use legacy 3GPP framework of Features as a starting point for the study of functionality identification, there is not a well-defined “3GPP framework of Features”. 
· There is not clear understanding of the relationship between model Functionality and the Feature/FG. For example, how to link a Functionality to multiple UE Features/FGs? Note the agreement only says that “functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG”. Then, can we link one Functionality ID to multiple Features/FGs?
· It would be hard to define Functionality without the definitions of each Feature if Functionalities will be based on Features.
Based on this thinking and given that we don’t have much time left for the SI phase, we would suggest the group focusing on model identification first and defer the study of functionality identification.
Proposal 6: RAN2 to focus on model identification in the SI phase and defer the study of functionality identification details till Rel-19 work item phase.
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In this contribution, we continue to present our views on architectural and general aspects. Based on the discussions in the previous sections, our proposals and observations are as follows.  
Proposal 1: Adopt the following definition for “Model ID”:
A model ID is a unique indicator that differentiates one model from other models within a network. The model IDs may or may not be globally unique.
Proposal 2: Each model ID should be associated with a list of meta information that describes the functionalities, associated features, and other characteristics etc. of the model. 
Proposal 3: Definitions of Type B model identifications on the following aspects require further clarification.
· Descriptions of implied actions of the terms “initiate”, “assist” and “respond”
· The assumption of model readiness (e.g., can we assume that model identification process starts only after models of both sides have been deployed?)
Proposal 4: In both Type B1 and Type B2 cases, the NW has the control to assign model IDs to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.
Proposal 5:  Additional conditions (e.g., scenarios, sites, and datasets) that are needed for determining the applicability of the functionality of a model require further studies. How to signal these additional conditions from one side to the other also requires further study.
Observation 1: There are two cases for the development of two-sided models. 
· In the first case, each side has only one model. In this case, the relationship is one-to-one, and the two sides may share the same model ID. 
· In the second case, one NW-side model may be matched to multiple UE-side models, or one UE-side model may be matched to multiple NW-side models. In this case it is not easy, if not impossible, for the two sides to share the same model ID.
Proposal 6: RAN2 to focus on model identification in the SI phase and defer the study of functionality identification details till Rel-19 work item phase.
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Table 5.1.13-1: Layer-1 feature list for Mobility Enhancement

Features

Index

Feature group

Components

Prerequisite
feature

groups

Field name in TS 38.331 [2]

Parent IE in TS 38.331 [2]

21. Mobility
Enhancement

21-1a

Intra-frequency
DAPS HO

Support of intra-frequency
DAPS-HO

1) Support of
simultaneous DL
reception of PDCCH
and PDSCH from
source and target cell in
DAPS-HO

2) Support of PDCCH
blind decoding
capability in the first

MCG and second MCG.

Support of cancelling UL
transmission to the source
cell for intra-frequency
DAPS-HO

DAPS
(Note: RAN2
feature)

No separate capability, implied by
intraFreqDAPS-r16 and intraFreqDAPS-
UL-r16

FeatureSetDownlink-v1610

FeatureSetUplink-v1610

21-1b

Inter-frequency
DAPS HO

Support of inter-frequency
DAPS-HO

1) Support of simultaneous
DL reception of PDCCH
and PDSCH from source
and target cell in DAPS-HO

2) Support of PDCCH blind
decoding capability in the
first MCG and second
MCG.

DAPS
(Note: RAN2
feature)

No separate capability, implied by
interFreqDAPS-r16

CA-ParametersNR-v1610

21-2

Semi-static UL
power sharing mode
1 for DAPS HO

Support of semi-static
power sharing mode1
between source and target
cells of same FR for inter-
frequency DAPS HO

DAPS, 21-1b

(Note: RAN2
feature)

interFreqSemiStaticPowerSharingDAPS-
Mode1-r16

intraFreqDAPS-UL-r16

21-2a

Semi-static UL
power sharing mode
2 for DAPS HO

Support of semi-static
power sharing mode 2
between source and target
cells of same FR for inter-
frequency DAPS HO

21-2,21-1b

interFreqSemiStaticPowerSharingDAPS-
Mode2-r16

intraFreqDAPS-UL-r16





