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1. Introduction
In RAN2#121bis-e, RAN2 briefly discussed model identification in relation to LCM purposes and agreed [1]: 
	Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)




Moreover, in RAN2#122, RAN2 discussed model and functionality management and agreed the following [2]:
	Intention is to cover functional arch in general, e.g. covering both be model based and/or functionality based LCM
Management may be model based management, or functionality based management. Add a mote for this. 




However, there RAN2 has not discussed the following aspects:
1) The general architecture of the “model-ID-based LCM” and “functionality-based LCM. 
2) The functionality identification and how it is used in the indication of functionality-based LCM purposes.
3) The model and functionality based management 
In this contribution, we clarify the concepts of functionality-based LCM and model-ID-based LCM and how they operate based on agreements in RAN1 meetings.  
2. Discussion
2.1 General architecture of model-ID based and functionality-based LCM: 
In RAN1#111 meeting, RAN1 agreed the following mechanisms for LCM procedures [3]: 
	Agreement:
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/          fallback based on individual model IDs



Observation 1: RAN1 approved two mechanisms for LCM procedures: (1) functionality-based LCM procedure, and (2) model-ID-based LCM procedure.
Figure 1 show examples of (a) model-ID-based LCM procedure, and (b) functionality-based LCM procedure. In Figure 1(a), a UE-side model could be trained, for example, at a server, possibly owned by the UE vendor, and would have access to the compiling environment of the UE. Once the model is compiled into an executable format, it could be delivered to the UE in proprietary manner, for instance via firmware update over-the-air (FOTA) [4]. 
For model-ID based LCM, a model ID and its associated information has to be registered to the network that can provide activation/deactivation/fallback/switching of AI/ML models based on corresponding model ID. Moreover, if multiple models are transferred to related functionalities such as different scenarios or configurations for a given use case, the gNB can switch between these models using their individual model IDs. The network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. This understanding, is also aligned with RAN2#121bis-e agreement [1]:
	Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)



In Figure 1(b), for functionality-based LCM, the model is identified implicitly using its functionality. The UE can indicate its supported functionalities/functionality included in the UE capability. Moreover, the network can provide LCM assistance including activation/deactivation/fallback/switching of a model by simply performing activation/deactivation/fallback/switching of an AI/ML functionality.  
This understanding, is aligned with RAN1#113 agreements [5]:
	Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.




Observation 2: The individual model ID and individual functionality can be used in the indication of LCM procedures for model-ID-based LCM and functionality-based LCM, respectively.
Proposal 1: Functionality can be used in the indication of the following LCM purposes: functionality selection/activation/deactivation/switching/fallback.
[image: ]Figure 1: Example of (a) Model-ID-based LCM procedure, (b) functionality-based LCM procedure [4].
In our understanding, both the functionality-based LCM procedure and model-ID based LCM procedure can be used. For functionality-based LCM, multiple models serving the same functionality maybe identified using one functionality (or functionality ID). While for model-based LCM, each model is assigned with an individual model ID, and any change of model parameters (e.g., structure, weights, layers, etc.) would require allocation of different model IDs, even if the model is serving the same functionality. Similarly, if models serving the same functionality but from different vendors then they need to be assigned to different model IDs. 
Moreover, in functionality-based LCM, in the case that the UE and/or gNB storing multiple models for the same functionality, these models will be transparent to the other node. For example, the UE can perform model switching among the multiple models in a transparent manner without LCM support from the gNB.
Table 1 shows example on AI/ML model identification and AI/ML functionality identification, in relation to model-ID-based LCM procedure and functionality-based LCM procedure, respectively.
	
	model-ID-based LCM
	functionality-based LCM

	Identification 
	model ID 
	functionality 

	Indication of supported Models and functionalities
	List of Model IDs (e.g. model ID#1, model#2, … model ID#X)
	List of functionalities (e.g. functionality 1, functionality 2, …, functionality X)


Table 1: Example on model and functionality identification for model-ID-based and functionality-based LCM.
Observation 3: For functionality-based LCM, multiple models maybe identified using the same functionality, while for model-ID-based LCM, multiple model IDs maybe needed to identify models using the same functionality.

2.2 Model and functionality based management: 
In the post RAN2#122 email discussion on potential text proposal for TR 38.843 [6]:
	[Post122][059][AIML] TR text proposal (Ericsson)
	Scope: Assemble agreed figure, tables etc into a TR baseline TP. Identify discussion points that seems essential to progress RAN2 TP in the near term 
	Intended outcome: Agreeable TP, 



One of the questions in this email was related to modification of the model management figure (see Annex B for Figure 2) [6]:
	Companies are invited to provide their views on the functional framework in the Figure above (Figure 4.4.-1). Try focusing on the data/information flows (i.e., the arrows), as the main blocks/functions have already been discussed and agreed online. ...



In reply to this questions, we supported the following changes to the management figure (Figure 4.4.-1) [6]:



[bookmark: _GoBack]Proposal 2: RAN2 to agree the above modified model/functionality management figure. 

3. Conclusion
In this contribution, we clarified the concepts of AI/ML functionality-based LCM and AI/ML model-ID-based LCM and how they operate. The following are the observations and proposals in this document: 
Observation 1: RAN1 approved two mechanisms for LCM procedures: (1) functionality-based LCM procedure, and (2) model-ID-based LCM procedure.
Observation 2: The individual model ID and individual functionality can be used in the indication of LCM procedures for model-ID-based LCM and functionality-based LCM, respectively.
Observation 3: For functionality-based LCM, multiple models maybe identified using the same functionality, while for model-ID-based LCM, multiple model IDs maybe needed to identify models using the same functionality.
Proposal 1: Functionality can be used in the indication of the following LCM purposes: functionality selection/activation/deactivation/switching/fallback.
Proposal 2: RAN2 to agree the above modified model/functionality management figure. 

4. Reference
RAN2#121bis-e Chair Notes.
RAN2#122 Chair Notes.
Chair’s notes RAN1#111  
R1-2301254 General aspects of AI ML framework and evaluation methodology, Samsung. 
Chair’s notes RAN1#113
[Post122][059][AIML] TR text proposal (Ericsson)
R2-2305327	Discussion on Architecture General	vivo
 



5. Annex A (original Figure 2 proposed in [7])



Figure 2: Functional architecture of AI for air interface


6. Annex A (selected agreements from RAN2#122, RAN1#113): 
	RAN2#122:
· RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

· For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.

· RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.

Related to data collection, RAN2 has also agreed to send an LS to RAN1 in R2-2306906, asking RAN1 to express concerns (if any) on the above assumption, and to provide additional information (if any) on the above discussed topics. Additionally, RAN2 asks RAN1 to provide inputs on the following:

· The required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
· The reporting type (e.g., periodic, event triggered, other) of the identified data content
· The typical size (value or value range) of the identified data content.
· The typical latency requirement (value or value range) to transfer the identified data content.

Related to architectural discussion, the following was agreed:

· RAN2 will cover functional architecture in general, e.g. covering both be model based and/or functionality based LCM
· Figure 2 is R2-2305327 capturing architectural aspects is agreed with the following assumptions:
· “Model Storage” in the figure is only intended as a reference point (if any) for protocol terminations etc for model transfer/delivery etc. It is not intended to limit where models are actually stored. Add a note for this.
· Remove “Model” in Model Managemt and Model Inference and for the actions/the arrow form Management to Inference (to reduce the risk for misunderstanding).
· Management may be model based management, or functionality based management.
















	RAN1#113:
Agreement
TR 38.843 v0.1.0 in R1-2306235 is endorsed.
Note: TR 38.843 v0.x.y for incorporating further modifications will be discussed in RAN1 before RAN#101.

General aspects of AI/ML framework

Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2

Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.
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