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Introduction
A new agenda item was added as of RAN2#121-bis-e [1] for AIML architectural aspects.
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). Aspects of on-line/real-time training are deprioritized at current meeting. Please input to 7.16.2.x
7.16.2.4	Model Control other
Model control beyond / other than Model transfer – delivery



In RAN2#121bis-e [1], further agreements were made as follows:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g., applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).

In this contribution, we will discuss RAN2 signaling aspects on AI/ML capability exchange between the UE and network considering latest RAN1 and RAN2 agreements on the following topics: 
· AI/ML Capability Exchange procedure considering RAN-1 identified use-cases, AI/ML model LCM and related functionalities.
· Fixed and live/dynamic capability reporting required for efficient AI/ML Model LCM also including management of related functionality, delivery, and update.

Discussion
In RAN1#112 [2] bis-e meeting further agreements were made.
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signalling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

In RAN1#113 [3] meeting further agreements were made.· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



AI/ML capability exchange between the UE and the network will help in various aspects of model LCM and model delivery. It will be essential to support both specific and generic use-cases and functionality. 
Initial set of use cases and their respective sub-use cases considering aspects such as performance, complexity, and potential specification impact as agreed by RAN-1 [4] includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction
· Spatial-frequency domain CSI compression using two-sided AI model.
· Time domain CSI prediction using UE-sided model.
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement
· Spatial-domain DL beam prediction, with UE-sided or NW-sided AI model
· Temporal DL beam prediction, with UE-sided or NW-sided AI model
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions.
· Direct AI/ML positioning (i.e., the AI/ML model is directly producing the UE location as output)
· Assisted AI/ML positioning (i.e., the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods)
The AI/ML capability information will also help the UE and network to manage model and functionality behavior in terms of model selection, (de)-activation, switching, update, and fallback etc. Therefore, the AI/ML capability exchange between the UE and the network needs to be introduced. 
Observation 1: AI/ML capability reporting between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
Proposal 1: RAN2 to define and discuss AI/ML capability reporting between the UE and the network.
The procedure for how UE compiles and transfers its UE capability information upon receiving a UECapabilityEnquiry from the network is discussed in [5]. Similar procedure maybe adopted to exchange UE capability information between the network and the UE for the AI/ML capability exchange.



Figure 1: AI/ML Capability Exchange Procedure
Proposal 2: For exchanging AI/ML UE capability information between the UE and the network, existing mechanisms for UE capability information exchange can be re-used as baseline.
Observation 2: For different (sub) use-cases and functionality, type, and granularity of AI/ML capability information exchange between the UE and the network needs to be discussed to assist and efficiently conduct AI/ML model or functionality-based LCM and model delivery.
Proposal 3: RAN2 to study the AI/ML capability information exchange considering generic and/or target (sub) use-case or functionality between the UE and the network to facilitate AI/ML model or functionality-based LCM procedures and model delivery.
For AI/ML model LCM and delivery/update, the UE may report its AI/ML capability to the network for model or functionality (de) activation, switching, fall back procedure. It is worth noting that a UE may have the capability to support AI/ML functionality/feature and model LCM which may be fixed but its ability at different times to support AI/ML model or associated functionality and meet related performance KPIs maybe different depending on device environment and performance or intermediate KPIs such as live run-time or dynamic capabilities, environment, device type, use-case, scenario, device computation usage, power-consumption, antenna configuration etc. The AI/ML model must adapt to the dynamic run-time capabilities of the UE such as RF and Power/resource consumption status etc. that exist at the UE. Also, the UE or gNB may need to optimize its hardware and software resources to support various models and their functions associated to intended use-cases. 
Proposal 4: RAN2 to define and discuss fixed and dynamic AI/ML capability information reporting between the UE and the network.
Such hardware/software optimizations at the UE/gNB are critical to support tailored AI/ML models while/functionality while consistently meeting model LCM and device performance KPIs. In addition to this, applicability of a certain AI/ML model may change if the scenario or conditions around the UE changes which consequently may lead to adaption of network configuration due to (for e.g., network load, UE mobility, RRM, antenna configuration etc.). Thus, this may impact the live/dynamic UE capabilities and these changes in UE capabilities may require to be reported to the network. How often and when these changes are reported to the network maybe configured by the network since the network has better awareness of the UE environment and its configuration. The reporting of changes or adaptation of live/dynamic UE capabilities maybe done using UE capability information exchange procedure. This process is different than the usual UE capability information exchange which reports only fixed UE capabilities to the network on a relatively not so frequent basis.
Observation 3: Considering changing UE environment/conditions, associated network configuration and varying functionality/model applicability, the UE may also need to report dynamic AI/ML capability information to the network in addition to the initial fixed AI/ML capability, to better manage AI/ML model/functionality behaviour. 
Proposal 5: RAN2 to discuss if the existing UE capability exchange framework can be re-used to report fixed and live/dynamic variable AI/ML capability information reporting between the UE and the network.
Proposal 6: The details and granularity (e.g., power consumption, remaining computation capacity etc.) related to dynamic AI/ML capability information may be discussed in the normative phase.
Conclusions
In this contribution we discuss the necessity and significance of AI/ML capability reporting between the UE and the network considering RAN1/2 agreements. The findings and recommendations discussed in this contribution are as follows: 
Observation 1: AI/ML capability reporting between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
Observation 2: For different (sub) use-cases and functionality, type, and granularity of AI/ML capability information exchange between the UE and the network needs to be discussed to assist and efficiently conduct AI/ML model or functionality-based LCM and model delivery.
Observation 3: Considering changing UE environment/conditions, associated network configuration and varying functionality/model applicability, the UE may also need to report dynamic AI/ML capability information to the network in addition to the initial fixed AI/ML capability, to better manage AI/ML model/functionality behaviour. 
Proposal 1: RAN2 to define and discuss AI/ML capability reporting between the UE and the network.
Proposal 2: For exchanging AI/ML UE capability information between the UE and the network, existing mechanisms for UE capability information exchange can be re-used as baseline.
Proposal 3: RAN2 to study the AI/ML capability information exchange considering generic and/or target (sub) use-case or functionality between the UE and the network to facilitate AI/ML model or functionality-based LCM procedures and model delivery.
Proposal 4: RAN2 to define and discuss fixed and dynamic AI/ML capability information reporting between the UE and the network.
Proposal 5: RAN2 to discuss if the existing UE capability exchange framework can be re-used to report fixed and live/dynamic variable AI/ML capability information reporting between the UE and the network.
Proposal 6: The details and granularity (e.g., power consumption, remaining computation capacity etc.) related to dynamic AI/ML capability information may be discussed in the normative phase.
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