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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the previous RAN2 meetings, RAN2 made the following agreements regarding architecture and general aspects:
	RAN2 #119bis
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 

RAN2 #120
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

RAN2 #121
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 
RAN2 #121bis
· FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
· [bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
· For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).
· R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 
· The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.
· Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK184][bookmark: OLE_LINK183](e.g. for so called “model ID based LCM”)
· If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
· How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS
RAN2 #122
Intention is to cover functional arch in general, e.g. covering both be model based and/or functionality based LCM
“Model Storage” in the figure is only intended as a reference point (if any) for protocol terminations etc for model transfer/delivery etc. It is not intended to limit where models are actually stored. Add a note for this.
Remove “Model” in Model Managemt and Model Inference and for the actions/the arrow form Management to Inference (to reduce the risk for misunderstanding). 
Management may be model based management, or functionality based management. Add a mote for this. 
With the modifications above Figure 2 from R2-2305327 is agreed


This contribution will further discuss the general aspects of architecture from RAN2’s perspective, including:
· UE AI/ML capability
· UE-initiated/NW-initiated model management
· Model ID utilization
· Model meta-data
2. Discussion
2.1 UE AI/ML capability
In the previous RAN2 meeting, UE AI/ML capability was discussed. The conclusion is as below:
	· FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 


The UE AI/ML capability is used for model management. Based on UE AI/ML capability, the model management entity can, e.g., transfer suitable model to UE, activate the corresponding functionality, etc. In Rel-18, 3 AI use cases were discussed: CSI feedback enhancement, beam management and positioning accuracy enhancement. It is a more practical approach that the gNB acts as the model management entity for the former two use cases and the LMF acts as the model management entity for the positioning accuracy enhancement use case. Even if new use cases are added in the future in NR, it can be predicted that the management entities will be per use case. Moreover, different  (sub)use case is for different purpose and there are different inputs/outputs. It is likely that the content of UE AI capability for each use case is different. Therefore we think that UE AI/ML capability is considered per (sub)use case specific. For CSI feedback enhancement and beam management use cases, the UE AI/ML capability is put in UE AS capability in RRC. For positioning accuracy enhancement use case, the UE AI/ML capability is put in positioning capability in LPP.
Proposal 1: UE AI/ML capability is considered per (sub)use case. 
· For CSI feedback enhancement and beam management use cases, UE AI/ML capability is indicated in UE AS capability in RRC. 
· For positioning accuracy enhancement use case, UE AI/ML capability is indicated in positioning capability in LPP.
We think that it is too early to discuss the detailed UE AI/ML capability (i.e., content of capability) and should be postponed to normative phase to discuss after some schemes are clear.
Proposal 2: Detailed UE AI/ML capability is postponed to discuss in the normative phase.
[bookmark: _GoBack]2.2 -	UE-initiated/NW-initiated model management
There are the following conclusions at the previous RAN2 meeting:
	· For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
· For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).


Generally, the network is responsible to guarantee the performance of specific features. With the introduction of AI aspects, this basic design principle is applicable for AI aspects as well. Therefore, for UE-sided model, network should be able to perform the related management. Thus, NW-initiated model/function selection/(de)activation/switching /fallback are needed.
For UE-sided model, the UE should be allowed to request NW whether to initiate some LCM related action. For example, UE may request NW to deactivate a model for power consumption reasons. In this case, another form of network control is that the network can provide the UE with applicable conditions and the UE initiates the related action when the corresponding condition is fulfilled. Similarly, network can provide UE with some applicable conditions to allow UE-initiated model management-related actions.
Therefore, we propose:
Proposal 3: For the UE-sided model, both UE-initiated and NW-initiated model/function selection/ (de)activation /switching/fallback are applicable.
Proposal 4: For the UE-sided model, to enable UE-initiated model/function selection/ (de)activation /switching/fallback, NW may provide the UE with applicable conditions to trigger the corresponding action(s).
For NW-sided model, it is network inner operation and there is no need for UE-initiated operation. For the CSI compression and beam management use cases, the NW-initiated operation can be left to NW implementation. However, for the positioning use case, the model management may be performed between LMF and gNB for uplink positioning methods, which may be discussed by other WG, e.g., RAN3.
Proposal 5: For the NW-sided model, UE-initiated model/function selection/(de)activation/ switching /fallback is not applicable.

[bookmark: _Hlk118277603]2.3	Model ID Utilization
There are the following conclusions in the previous RAN2 meeting regarding model ID:
	· Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)
· If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
· How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS


We can notice that SA2 is discussing format of model ID as captured in [2]. 
	NOTE 1:	The structure and format of the ML Model identifier and its uniqueness are up to stage 3.


To avoid duplicated specification work, RAN2 and SA2 could align the structure/format of model ID by using uniform model ID definition. Thus, it is proposed that RAN2 wait for SA2 progress and send LS to SA2 to inform SA2 that RAN2 expects model ID to be globally unique and would align with SA2 on the structure/format and ask for SA2’s opinion.
Proposal 6: RAN2 to align the structure/format of global model ID with SA2, and send LS to SA2 to coordinate the structure/format.
From the view of RAN2, the functionality is similar to “feature”. There should be individual IEs for the capability and configuration of functionalities for different use cases. Therefore, we think that there is no need for explicit functionality ID, instead by individual functionality IEs.
Proposal 7: For functionality-based LCM, no need for explicit functionality ID.
Currently, it is unclear whether the model transfer is supported in Rel-18/19. If there is no model transfer, it means that the LCM of each specific model is up to the UE implementation and the network does not need to be aware of the specific model information, e.g., pre-configured or get from OTT server. In such case, the network may have no sufficient information to perform the model ID based LCM and only functionality based LCM is applicable.
Proposal 8: If the UE-sided model is not transferred from the network, there is no need for model ID-based LCM and only functionality-based LCM is applicable.

2.4 Model meta-data
There are the following conclusions in the last RAN2 meeting regarding model ID:
	· R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 


In the RAN2#119bis meeting, RAN2 agreed the assumption that proprietary model may be supported. For proprietary model, the model format is vendor-specific and vendor info may be needed to identify the model format. 
Observation 1: vendor info can be used to indicate the model format in case model format is vendor specific.
Currently, it is unclear whether global model ID contains vendor info or not. If global model ID contains the vendor info, there is no need for metadata to contain vendor info again, otherwise, metadata should contain verdor info at least for identifying model format of proprietary model.
Proposal 9: Metadata should contain vendor info to implicitly identify the model format in case of proprietary model format.
The model functionality, introduced by RAN1, is used to indicate the usage of the model. Model functionality can be for example by the network to indicate to UE to activate or deactivate a model. Thus, model functionality can also be used for model management purposes, e.g., fallback to legacy behavior. So, We think that model functionality info may be essential for model management and should be contained in model metadata.
Proposal 10: Metadata should contain model functionality for model management purposes.
3. Conclusion
UE AI/ML capability
Proposal 1: UE AI/ML capability is considered per (sub)use case. 
· For CSI feedback enhancement and beam management use cases, UE AI/ML capability is indicated in UE AS capability in RRC. 
· For positioning accuracy enhancement use case, UE AI/ML capability is indicated in positioning capability in LPP.
Proposal 2: Detailed UE AI/ML capability is postponed to discuss in the normative phase.

UE-initiated vs NW-initiated model/function selection/ (de)activation/switching/fallback
Proposal 3: For the UE-sided model, both UE-initiated and NW-initiated model/function selection/ (de)activation /switching/fallback are applicable.
Proposal 4: For the UE-sided model, to enable UE-initiated model/function selection/ (de)activation /switching/fallback, NW may provide the UE with applicable conditions to trigger the corresponding action(s).
Proposal 5: For the NW-sided model, UE-initiated model/function selection/(de)activation/ switching /fallback is not applicable.

Model ID Utilization
Proposal 6: RAN2 to align the structure/format of global model ID with SA2, and send LS to SA2 to coordinate the structure/format.
Proposal 7: For functionality-based LCM, no need for explicit functionality ID.
Proposal 8: If the UE-sided model is not transferred from the network, there is no need for model ID-based LCM and only functionality-based LCM is applicable.

Model meta-data
Observation 1: vendor info can be used to indicate the model format in case model format is vendor specific.
Proposal 9: Metadata should contain vendor info to implicitly identify the model format in case of proprietary model format.
Proposal 10: Metadata should contain model functionality for model management purposes.
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