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1. Introduction
In the RAN2 #122 meeting, some agreements and assumptions have been reached for the following aspects on data collection:
· Data content per LCM and use case.
· Data size and latency per LCM and use case.
· RRC states for data collection.
· Entity Mapping for data collection per LCM and use case.

In this contribution, we propose further views and analysis on more detailed discussions per LCM and some common issues.

2. Discussion
2.1 Further views on data collection per AI/ML function
In the previous RAN2 #122 meeting, the following agreements were made as the basis of data collection entity mapping.

	P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
For CSI enhancement and beam management use cases:
- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
- For NW-sided model inference, input data can be generated by UE and terminated at gNB.
- For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
- For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
For positioning enhancement use case:
- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
- For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
- For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
- For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Please note that the agreements are RAN2 assumptions which are pending for RAN1 confirmation.
2.1.1 Data collection for model training

From the above agreements, we can summarize the data flow directions of model training for each use case.

	CSI Feedback
	UE/gNB -> gNB/OAM/OTT

	Beam Management
	UE/gNB -> gNB /OAM/OTT

	Positioning
	UE/gNB -> LMF/OTT



This table indicates the necessity to transmit data from UE or gNB to higher layer entities for model training, the major concern is that UE hardware capability is not sufficient for running model training, however, the model can still be deployed in UE or gNB so if the model is trained in other entities then either data transfer or model transfer is inevitable, both transfer will consume huge amounts of air interface resources. We have the following observations on this point:

Observation 1 For all use cases, the model training can be deployed in different entities which may have different data collection requirements.

Observation 2 Frequent data transfer may consume huge amounts of air interface resources if model training, model deployment and data generation are placed in different entities across air.

Proposal 1 For all use cases, the model training entity selection should be studied in order to avoid frequent data transfer via air interface, potential factors are suggested to be considered:
· Dataset volume under transmission.
· Entity capability for running model training.
· Potential model transfer overhead requirements.


CSI:

The use case of CSI feedback enhancement involves two-sided models, the encoder and decoder locate in UE and gNB respectively. For model training, the dataset required is CSI ground truth labels, the model input can be obtained by compressing the ground truth labels. Combining the above table, we have the following observations:

Observation 3 For the model training of CSI feedback enhancement:
· If model training or partial model training is located at UE side, no explicit specification impact for data collection due to UE can collect data by itself. 
· If model training or partial model training is located at gNB/OAM side, the reporting of ground truth labels needs to be studied.
· If model training or partial model training is located at OTT server, no explicit RAN2 specification impact for data collection.

Specifically, if model training is located in gNB, it is natural to consider CSI reporting as the potential framework for data collection, and immediate MDT can also be considered which the collected data to be terminated in gNB. Besides, RRC messages such as UAI can be considered to carry additional configuration and signaling. 

If model training is located in OAM, SON/MDT will be considered. Therefore, we have the following proposal:

Proposal 2 Considering the following as potential data collection framework for AI/ML CSI feedback enhancements.
· CSI reporting/SON/MDT for data measurement and reporting.
· RRC messages such as UAI for additional configuration and signalling.

BM:

The model training framework selection for use case of beam management is similar to CSI feedback enhancement, the difference between the two cases is for BM, L3 measurements are preferred. We have the following proposal:

Proposal 3 Considering the following as potential data collection framework for AI/ML beam management.
· L3 measurement/SON/MDT for data measurement and reporting
· RRC messages such as UAI for additional configuration and signalling.

Positioning:

The use case of positioning accuracy enhancement may have model training in UE/LMF/OTT server; therefore, we have the following observation:

Observation 4 For the model training of positioning:
· If model training or partial model training is located at UE side, there may not be explicit specification impact for data collection due to UE can collect data by itself. 
· If model training or partial model training is located at LMF side, the reporting of ground truth labels and model input needs to be studied.
· If model training or partial model training is located at OTT server, no explicit RAN2 specification impact for data collection.

According to the above observation, LPP and NRPPa are potential framework of data collection for all 5 sub use cases. Besides, MDT which contains location information collection can also be used. We have the following proposal：

Proposal 4 Considering LPP/NRPPa/MDT as potential data collection framework for AI/ML positioning accuracy enhancement.

Furthermore, offline training requires no latency for data collection or transmission, which means the data will be pre-stored prior to the model training, the stored data for model training need to include multiple features to avoid issues which can result in poor model performance, so specific configuration for data filtering is necessary, the following proposal is given:

Proposal 5 Specific configuration for training dataset building should be enhanced for current data collection framework for at least the following aspects:
· Data collection for specific scenario/zone/area/functionality/model.
· Data collection with specific timing and quality.

2.1.2 Data collection for model monitoring

From the above agreement, we can summarize the data flow directions of model monitoring for each use case.

	CSI Feedback
	UE -> gNB

	Beam Management
	UE -> gNB

	Positioning
	UE/gNB -> LMF



For model monitoring, the above data flow will be triggered if the model is deployed in UE while the monitoring functions are deployed in the network. For all use cases, the model monitoring requires at least the following contents to be sent via air interface:
· Metrics/Statistics reporting.
· Configurations on metrics/statistics selection or calculation.
· Monitoring results transmission.
· Monitoring validity.

Unlike model training, typically the data collected for model monitoring have smaller size, meanwhile the latency requirements are relatively high, so DCI/UCI can be selected for at least metrics/statistics configuration or potential monitoring results transmission.

Proposal 6 It is suggested that DCI/UCI be used for at least metrics/statistics configuration or potential monitoring results transmission.

As for the use cases, we propose to deprioritize SON as all 3 use cases will not be monitored in OAM or higher layers, only LMF will be involved in positioning which requires basically NRPPa or LPP to cover. For MDT, considering the latency requirement for model monitoring, only immediate MDT is proposed.

Like model training, in CSI/BM, RRC can be used or enhanced to configure or trigger the data collection for model monitoring. For beam management, since the latency requirement is higher than model training, L1 measurement is preferred rather than L3 measurement.

Proposal 7 Apart from DCI/UCI, the following data collection framework enhancements are proposed per AI/ML use case, other frameworks are not precluded:
· CSI feedback: RRC (e.g., UAI), CSI Reporting, Immediate MDT.
· Beam Management: Immediate MDT, RRC (e.g., UAI), L1 Measurement.
· Positioning: LPP, NRPPa, Immediate MDT.
2.1.3 Data collection for model inference
From the above agreement, we can summarize the data flow directions of model inference for each use case.

	
	UE-sided Model
	NW-sided Model

	CSI Feedback
	gNB -> UE
	UE -> gNB

	Beam Management
	gNB -> UE
	UE -> gNB

	Positioning
	LMF/gNB -> UE
	UE/gNB -> LMF/gNB



Latency is the major consideration for model inference, so we have the following proposal:

Proposal 8 Regard latency as the major concern when study data collection for model inference.
2.2 Other aspects of data collection
Model and functionality ID

RAN1 has made some agreements on the definitions of model ID and functionality ID:

	Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
 
Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2.
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



Currently, data collection and related wireless measurement defined in TS38.215 are triggered by multiple events, but not model or functionality based, in order to support AI/ML applications, model identification, model registration and related conceptions such as model ID, functionality ID as well as model meta information can be used for data collection triggering/ activation/ deactivation/ stopping/ configuration purposes. It can be added into current data collection procedures or be designed as independent.

Proposal 9 It is suggested that model identification, model registration and related conceptions such as model ID, functionality ID and model meta information to be used for data collection purposes.

Data quality

Another agreement has been given by RAN1 on additional information of collected data:
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input.
· Data related to ground truth.
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items.
· Note 2: Signaling mechanism details can be studied by appropriate working groups.



For the data quality, each use case has its own understanding and definitions, but for the data collection framework, the quality and related information should also be used as one key element for controlling the data collection procedures, the report of data related quality information and the feedback on the follow-up actions when data quality is not good should be further studied.

Proposal 10 It is suggested that data quality reporting and feedback information to be used for controlling the data collection, the related signaling and configuration in RAN2 can be studied after RAN1 gives more details on data quality per use case.

Data collection for model monitoring/assessment and follow-up operations of inactive models

According to the agreement reached in 9.2.1 of RAN1#113, model monitoring/assessment the applicability and expected performance of an inactive model/functionality may need to be studied. In RAN2, related issues for this study are that how to evaluate the performance of the inactive models for model activation/deactivation/selection. With this regard, data collection aspect for monitoring/assessment of inactive models needs to be clarified.  There may be additional data collection requirements other than model monitoring of active model(s).

Depending on how much model knowledge are known by the system, the required data size and latency vary a lot, we have some examples listed as below:

· No prior model knowledge (e.g., model initial activation of the models used at nowhere): large size and tiny/no latency requirement.
· Some prior model knowledge (e.g., model initial activation of models used somewhere before): medium size and medium latency requirement.
· Rich prior model knowledge (e.g., model re-activation of models used under same case): small size and high latency requirement.

Based on the examples above, we have the following proposal:

Proposal 11 It is suggested to study the data collection requirements for model monitoring/assessment of inactive models per use case for different prior model knowledge.

Moreover, the model activation/deactivation/selection can be used as follow-up actions of the model monitoring/assessment, so, it is suggested to jointly study the data collection for model monitoring and model activation/deactivation/selection. Different KPIs will have different data collection requirements and signaling for configuration, e.g., in CSI feedback enhancement, the model selection may be triggered by the thresholds of either overhead or AI/ML performance, the required data size, contents and related configuration vary for the two options. We have the following proposal: 

Proposal 12 It is suggested to study the model monitoring/assessment impact (e.g., different frameworks for different KPIs to trigger model selection) on the detailed data collection requirements for model activation /deactivation/ selection related to inactive models.


3. Conclusion
Based on the above discussions, we give the following observations:

Observation 1 For all use cases, the model training can be deployed in different entities which may have different data collection requirements.

Observation 2 Frequent data transfer may consume huge amounts of air interface resources if model training, model deployment and data generation are placed in different entities across air.

Observation 3 For the model training of CSI feedback enhancement:
· If model training or partial model training is located at UE side, no explicit specification impact for data collection due to UE can collect data by itself. 
· If model training or partial model training is located at gNB/OAM side, the reporting of ground truth labels needs to be studied.
· If model training or partial model training is located at OTT server, no explicit RAN2 specification impact for data collection.

Observation 4 For the model training of positioning:
· If model training or partial model training is located at UE side, there may not be explicit specification impact for data collection due to UE can collect data by itself. 
· If model training or partial model training is located at LMF side, the reporting of ground truth labels and model input needs to be studied.
· If model training or partial model training is located at OTT server, no explicit RAN2 specification impact for data collection.

Based on the above discussions, we give the following proposals:

Proposal 1 For all use cases, the model training entity selection should be studied in order to avoid frequent data transfer via air interface, potential factors are suggested to be considered:
· Dataset volume under transmission.
· Entity capability for running model training.
· Potential model transfer overhead requirements.

Proposal 2 Considering the following as potential data collection framework for AI/ML CSI feedback enhancements.
· CSI reporting/SON/MDT for data measurement and reporting.
· RRC messages such as UAI for additional configuration and signalling.

Proposal 3 Considering the following as potential data collection framework for AI/ML beam management.
· L3 measurement/SON/MDT for data measurement and reporting
· RRC messages such as UAI for additional configuration and signalling.

Proposal 4 Considering LPP/NRPPa/MDT as potential data collection framework for AI/ML positioning accuracy enhancement.

Proposal 5 Specific configuration for training dataset building should be enhanced for current data collection framework for at least the following aspects:
· Data collection for specific scenario/zone/area/functionality/model.
· Data collection with specific timing and quality.

Proposal 6 It is suggested that DCI/UCI be used for at least metrics/statistics configuration or potential monitoring results transmission.

Proposal 7 Apart from DCI/UCI, the following data collection framework enhancements are proposed per AI/ML use case, other frameworks are not precluded:
· CSI feedback: RRC (e.g., UAI), CSI Reporting, Immediate MDT.
· Beam Management: Immediate MDT, RRC (e.g., UAI), L1 Measurement.
· Positioning: LPP, NRPPa, Immediate MDT.

Proposal 8 Regard latency as the major concern when study data collection for model inference.

Proposal 9 It is suggested that model identification, model registration and related conceptions such as model ID, functionality ID and model meta information to be used for data collection purposes.

Proposal 10 It is suggested that data quality reporting and feedback information to be used for controlling the data collection, the related signaling and configuration in RAN2 can be studied after RAN1 gives more details on data quality per use case.

Proposal 11 It is suggested to study the data collection requirements for model monitoring/assessment of inactive models per use case for different prior model knowledge.

Proposal 12 It is suggested to study the model monitoring/assessment impact (e.g., different frameworks for different KPIs to trigger model selection) on the detailed data collection requirements for model activation /deactivation/ selection related to inactive models.




