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[bookmark: _Ref528762725]Introduction
In RAN1#113 meeting, RAN1 completed the design of HARQ process ID determination of CG PUSCHs of a multi-PUSCHs CG and sent their conclusions in the LS [1].In this document, we analyse the RAN1 solution for HPID determination and we study the MAC impacts of notifying gNB of unused configured grant occasions (CGO) in a period of a single CG PUSCH configuration, and we discuss using rational number for CG periodicity. Finally, we provide our observations and proposals.
Discussion
2.1 HARQ process IDs
First, we will discuss the topics raised in LS R1-2306233.
In the LS, the agreement is provided as below:
	Agreement
From RAN1 perspective, for determination of HARQ process IDs associated to PUSCHs in multi-PUSCHs CG assuming one TB per PUSCH: 
· The HARQ process ID for the first configured PUSCH in a period is determined based on the legacy CG procedure when cg-RetransmissionTimer is not configured, and applying the following formula, whichever is applicable
· HARQ Process ID = [X*floor( (CURRENT_symbol ) / periodicity)] modulo nrofHARQ-Processes
· HARQ Process ID = [X*floor((CURRENT_symbol ) / periodicity)] modulo nrofHARQ-Processes + harq-ProcID-Offset2
· X= the number of configured PUSCHs in the CG period
· The HARQ process ID of the remaining configured and valid CG PUSCHs in the period is determined by incrementing the HARQ process ID of the preceding PUSCH in the period by one with module operation with nrofHARQ-Processes or module operation with (nrofHARQ-Processes + harq-ProcID-Offset2), whichever applicable. 


This approach is simple because the HPIDs are “tied” to the CGOs in a hard manner, irrespective of whether they are used or not, as for legacy CGs. Figure 1 shows below an illustration of the HPID determination for legacy CGs and the new HPID determination for multi-CG PUSCH as designed by RAN1:


[bookmark: _Ref140136549]Figure 1: RAN1 design of HPID determination for Multi-CG PUSCH
However, there is a risk of HPID collision with such method. Indeed one issue could come from the non-deterministic arrival time and size of the XR bursts, so that consecutive XR bursts may be allocated the same HPID, thus being blocked by the CG retransmission timer, as illustrated in figure 2. The collision risk is higher when nrofHARQ-Processes is small, but still exists when it is large.


Figure 2: HPID collision across XR bursts with RAN1 HPID determination method for Multi-CG PUSCH
Observation 1: HPID collision may happen due to the random nature of CGO selection based on random BAT and payload size of XR bursts.
Observation 2: The RAN1 solution may have issues of HPID collision.
Therefore, the RAN1 method can be enhanced to avoid HPID collisions.
Proposal 1: RAN2 consider enhancement of the RAN1 solution to mitigate the HPID collision issue.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The most straightforward way to avoid HPID collisions is to increment HPID across used CGOs only, thus avoiding HPID allocations to unused CGOs. Unused CGOs can be defined as CGOs tagged as “unused” in UTO-UCI (see Section 2.2), thus avoiding any ambiguity between gNB and UE. In other words, the RAN1 HPID determination method is improved with one additional rule below (Figure 3):
· only the “used” CGOs (as reported in UTO-UCI) are defined as “valid” (in second bullet of RAN1’s agreement);


[bookmark: _Ref140139749]Figure 3: Enhanced HPID determination method for Multi-CG PUSCH
Accordingly, a new formula is proposed. The HARQ process ID for the first configured PUSCH in a period is determined based on the formula.

where:
· the parameter n is the number of CG periods that occurred up to the current CG period, which is n+1;
· the parameter Nused(n) is the number of used CGOs (as reported in UTO-UCI) in CG period n, a count which is maintained by both gNB and UE.
Proposal 2: HPID determination enhancement (compared to RAN1 formula) consists in:
· only the “used” CGOs (as reported in UTO-UCI) are defined as “valid” (in second bullet of RAN1’s agreement);
[bookmark: _Ref140143879]2.2 Unused CGO
The number of CGOs within a CG periodicity will be provisioned to take into account the larger burst sizes as well as the jitter range. But it is expected that a UE does not always make use of all the CGOs, for example when the number of TBs is small, or if the burst arrives late within the jitter span. The unused resources can be reported to gNB so that it can allocate them to other UEs to increase network capacity.
[bookmark: _GoBack]In RAN1 chair’s notes [2], a format of UCI is defined, called UTO-UCI where the term “UTO-UCI” refers to the “UCI that provides information about unused CG PUSCH transmission occasions” for convenience.
The UTO-UCI provides a bitmap where a bit corresponds to a TO within a time duration/range. The bit indicates whether the TO is “unused”. That is, the PUSCH transmission in CGO #n also provides the expected use of future CGOs #(n+1), #(n+2), etc. Interestingly, this is expected to impact MAC. Indeed this scheme works like some kind of BSR, but at L1. So MAC will need to manage the new UCI provisioning and update. As of today, UL MAC works “per UL grant”. Meaning it starts generating a MAC PDU (in LCP) at the Tproc,2 deadline of the PUSCH resource associated with an UL grant. And generates one MAC PDU with new data for each UL grant (except in the case of repetition where the same MAC PDU is reused for multiple consecutive grants, and of course of HARQ retransmission). So, with the new UTO-UCI scheme indicating used/unused occasions, the LCP may need to be run virtually “in advance” at the Tproc,2 deadline of each CG-PUSCH occasions to predict how many CG-PUSCH occasions are needed to carry the remaining data in the buffer for the LCH associated with this CG, and provide every time an updated estimation for used/unused occasions.
Observation 3: MAC will need to feed L1 with UTO contents.
Proposal 3: RAN2 study the MAC impacts from providing L1 with the expected usage of CG PUSCH transmission occasions.
RAN1 agreed it cannot be tagged back to “not unused” once it has been tagged as “unused”. This agreement is reasonable, after a CGO has been tagged as “unused CGO”, gNB may have already allocated CG resource to another UE, and the UE cannot use the resource again. Therefore, UE must accurately ensure the CG resource in the period is "unused" before reporting unused CGO.
Observation 4: UE needs an accurate way to assess if the CGO is “unused CGO”.
Currently, the only case in which UE can be sure that the CGO is “unused CGO” is by receiving an indication (from the application layer, or derived by implementation) of end of data burst (EoDB). After receiving the EoDB, the UE can safely assume that no further XR PDU will be received for this CG period, and can tag the subsequent CGO as “unused”. Therefore, before receiving/detecting EoDB, UE always reports “not unused” for subsequent CGOs. Once it receives EoDB indication, UE reports “unused” for subsequent CGOs following the PDU with EoDB. This is illustrated in Figure 4, where we assume ‘0’ = NOT unused and ‘1’ = unused, and UTO-UCI indicates usage of the next 3 TOs:
· At Tproc,2 before the first TO of the CG period, UE cannot predict if any new data will arrive before the deadline for generating the MAC PDU for the 2nd TO of the CG period. Hence it has no other choice but to tag the following TOs as “NOT unused”.
· Right before Tproc,2 before the 2nd TO of the CG period, the UE receives data that can fit in the next two PUSCHs (next two TOs). In addition it is indicated (by application) that these data are the last data of the burst. So it is confident that no further data will arrive for that burst, i.e. during this CG periodicity. Therefore it can indicate the network that TOs #4, #5, #6 will be unused.


[bookmark: _Ref142220701]Figure 4: UTO-UCI determination based on EoDB indication
Proposal 4: Before receiving EoDB, UE always reports “not unused” for subsequent CGOs. Once it receives EoDB indication, UE reports “unused” for subsequent CGOs of this CG period, following the PDU with EoDB.
2.3 Using rational number for CG periodicity
In the early meetings of the SI, the mismatch between CG periodicity and non-integer XR traffic periodicity was briefly discussed in RAN2, but then CG enhancements were left to RAN1. Now, for DRX periodicity, the solution of using rational number has been agreed to address DRX cycle mismatch with XR traffic periodicity. 
However, the same issue still exists for CGs. In the initial discussions, several companies considered it could be addressed by use of multiple CG configurations. However, this argument can be defeated by the fact that RAN1 designed CG enhancements (multi-PUSCH CG), so that one configuration can address one XR traffic. It would be a real waste to use multiple of those for the only purpose of adjusting the periodicity. Instead, the agreed method based on rational number could be further extended to CG periodicity.
Proposal 5: Same as DRX, CG periodicity is enhanced to support periods in rational numbers.
Conclusion
In this document, we find the observations and proposals as following:
Observation 1: HPID collision may happen due to the random nature of CGO selection based on random BAT and payload size of XR bursts.
Observation 2: The RAN1 solution may have issues of HPID collision.
Observation 3: MAC will need to feed L1 with UTO contents.
Observation 4: UE needs an accurate way to assess if the CGO is “unused CGO”.
Proposal 1: RAN2 consider enhancement of the RAN1 solution to mitigate the HPID collision issue. 
Proposal 2: HPID determination enhancement (compared to RAN1 formula) consists in:
· only the “used” CGOs (as reported in UTO-UCI) are defined as “valid” (in second bullet of RAN1’s agreement);
Proposal 3: RAN2 study the MAC impacts from providing L1 with the expected usage of CG PUSCH transmission occasions.
Proposal 4: Before receiving EoDB, UE always reports “not unused” for subsequent CGOs. Once it receives EoDB indication, UE reports “unused” for subsequent CGOs of this CG period, following the PDU with EoDB.
Proposal 5: Same as DRX, CG periodicity is enhanced to support periods in rational numbers.
Reference
[1]. [bookmark: _Ref110842174][bookmark: _Ref137835795][bookmark: _Hlk133426959]R1-2306105, LS on higher layer signaling in Msg3 PUSCH for PUCCH repetition for Msg4 HARQ-ACK, RAN WG1.
[2]. [bookmark: _Ref134466717]Chair’s notes RAN1#112bis-e.

R2-2307351
oleObject1.bin
1


used


1


2


3


4


5


6


1


2


3


4


5


6


used


CGOs


CG periodicity


HP# (time based)


0


nrofHARQ-Processes = 8


Legacy


Multi-CG PUSCH: RAN1


1


2


used


CG periodicity


1


2


3


4


5


6


3


4


5


4


6


7


0


1


1


2


3


5


6


7


0


CGOs


CG periodicity


HP# (time based)


0


1


1


1


2


3


4


CG periodicity


1


5


6


1


2


3


4


5


2


6


used


CGOs


CG periodicity


HP# (time based)


0


CG periodicity


1


2


3


4


5


6


used


1


2


3


0


1


2


3


0


1


2


3


nrofHARQ-Processes = 4


used


0


1


2


3


0


1



image2.emf
1 2 3 4 5 6 1 2 3 4 5 6

used

CGOs

CG periodicity

HP# (time based) 0

CG periodicity

1 2 3 4 5 6

used

1 2 3 4 5

6

7 0 1 2 3

nrofHARQ-Processes= 8

used

4

5 6 7 0 1

1 2 3 4 5 6 1 2 3 4 5 6

used

CGOs

CG periodicity

HP# (time based) 0

CG periodicity

1 2 3 4 5 6

used

12 3 0 1

2

3 0 1 2 3

nrofHARQ-Processes= 4

used

0

1 2 3 0 1


oleObject2.bin
1


2


3


4


5


6


1


2


3


4


5


6


used


CGOs


CG periodicity


HP# (time based)


0


CG periodicity


1


2


3


4


5


6


used


1


2


3


4


5


6


7


0


1


2


3


nrofHARQ-Processes = 8


used


4


5


6


7


0


1


1


2


3


4


5


6


1


2


3


4


5


6


used


CGOs


CG periodicity


HP# (time based)


0


CG periodicity


1


2


3


4


5


6


used


1


2


3


0


1


2


3


0


1


2


3


nrofHARQ-Processes = 4


used


0


1


2


3


0


1



image3.emf
1 2 3 4 5 6 1 2 3 4 5 6

used

CGOs

CG periodicity

HP# (increment based)

CG periodicity

1 2 3 4 5 6

used

Multi-CG PUSCH: enhanced method

0 1 2

nrofHARQ-Processes = 8 or 4

used

3


oleObject3.bin
1


2


3


4


5


6


1


2


3


4


5


6


used


CGOs


CG periodicity


HP# (increment based)


CG periodicity


1


2


3


4


5


6


used


Multi-CG PUSCH: enhanced method


0


1


2


nrofHARQ-Processes = 8 or 4


used


3



image4.emf
1 2 3 4 5 6

TOs in a CG period

T

proc,2

T

proc,2

new XR data

UTO-UCI 

= “000”

NOT unused NOT unused NOT unused

EoDB

UTO-UCI 

= “011”

NOT unused

unused unused


oleObject4.bin
1


2


3


4


5


6


Tproc,2


Tproc,2


NOT unused


TOs in a CG period


new XR data


UTO-UCI = “000”


NOT unused


NOT unused


EoDB


UTO-UCI = “011”


NOT unused


unused


unused



image1.emf
1 2 3 4 5 6 1 2 3 4 5 6

used

CGOs

CG periodicity

HP# (time based)

0

CG periodicity

1 2 3 4 5 6

1 1

CGOs

CG periodicity

HP# (time based) 0 1

CG periodicity

1

2

used

Legacy

Multi-CG PUSCH: RAN1

1 2 3 4 5 6 7 0 1 2 3

nrofHARQ-Processes= 8

used

4 5 6 7 0 1

1 2 3 4 5 6 1 2 3 4 5 6

used

CGOs

CG periodicity

HP# (time based)

0

CG periodicity

1 2 3 4 5 6

used

12 3 0 1 23 0 1 2 3

nrofHARQ-Processes = 4

used

0 1 2 3 0 1


