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1. Introduction
A new WID for Rel-18 on NR sidelink relay enhancements has been approved at RAN#95 and revised in RAN#98e [1]. Objective 3 of the WID states the following:
	3. Specify mechanisms to support the following multi-path scenarios [RAN2, RAN3]:
A. A UE is connected to the same gNB using one direct path and one indirect path via 1) Layer-2 UE-to-Network relay, or 2) via another UE (where the UE-UE inter-connection is assumed to be ideal), where the solutions for 1) are to be reused for 2) without precluding the possibility of excluding a part of the solutions which is unnecessary for the operation for 2).



Some additional guidance is found in the notes related to this objective, namely Note 3A and Note 3B:
	Note 3A: The mechanisms to support scenario 1 and scenario 2 are specified based on the assumptions and restrictions agreed in study phase.
Note 3B: UE-to-Network relay in scenario 1 reuses the Rel-17 solution as the baseline.



The topic of PDCP duplication to enhance reliability for SRBs/DRBs was discussed and the group could find some agreements on when and how to do that. The justification of the WID mentions the “potential to improve the reliability/robustness as well as throughput”:
	In addition, support of multi-path with relay, where a remote UE is connected to network via direct and indirect paths, has a potential to improve the reliability/robustness as well as throughput, so it needs to be considered as an enhancement area in Rel-18.



Throughput enhancements have not been discussed and no agreements have been reached on whether and which changes are required to use SL multipath relaying for throughput enhancements.
This document mentions possible issues when using MR-DC and/or CA as a baseline for throughput enhancements via multipath and discusses ideas on how to overcome these issues.
2. Architecture
Sidelink multi-path relaying involves a direct path (UE  gNodeB) and an indirect path (UERelay UEgNodeB) and thus two radio interfaces: Uu and PC5 (see Figure 1). Instead of PC5 is was agreed, that a non-3GPP technology can also be used, defined as Scenario 2.
The additional indirect path via the relay UE can be used to increase reliability (via PDCP duplication) or can increase data throughput by adding an additional uplink or downlink path to the network.


[bookmark: _Ref131601517][bookmark: _Ref131601512]Figure 1 – General Sidelink Relaying Architecture
For an indirect path via a relay UE the SRAP protocol layer was introduced [4]. This layer is used for mapping bearers to PC5 relay channels for ingress and egress and thus essential for the remote and relay UE.
The sidelink U2N relay UP protocol architecture is defined as follows [3]:


Figure 2 – UP protocol architecture for U2N SL relaying [3]
TS 38.300 [3] states that “the SRAP sublayer over PC5 hop is only for the purpose of bearer mapping”. As shown in the picture, the “SRAP, RLC, MAC and PHY are terminated in each hop” [3].
3. MR-DC
TS 37.340 [2] defines the scenario of multi-radio dual-connectivity (MR-DC). The common principles of MR-DC refer to a UE that “utilizes resources provided by two different nodes connected via non-ideal backhaul”. One node is an NR node (-> gNodeB), the other either an E-UTRA or NR node. Clause 4.3.1 lists possible connection combinations:
· E-UTRA-NR Dual Connectivity
· NR-E-UTRA Dual Connectivity
· NR-NR Dual Connecticity
[bookmark: _Toc134784161]MR-DC is defined for UEs accessing two nodes via NR or NR + E-UTRA.
All of these combinations require the UE to connect to a gNodeB or ng-eNodeB. Thus MR-DC is currently not applicable for the SL relaying use case, because there is no indirect link involved.
[bookmark: _Toc134784162]MR-DC is not applicable for SL relaying as no PC5 link is involved.
One could argue that a connection to the gNodeB (5G base station) via an indirect link is already included, as it is, technically speaking, a connection to a gNodeB. This is not applicable because of the additional SRAP layer required to use an indirect link via a relay node.
Looking into the protocol architecture for MR-DC (see Figure 3), there is a so-called split-bearer that originates from the SDAP Layer and is connected to the NR PDCP Layer. Clause 6.3 of TS 37.340 relates to a duplication functionality of the PDCP layer. PDCP duplication is (with some restrictions) already agreed for SL relaying.
[bookmark: _Toc134784163]PDCP duplication in SL relaying is already agreed in RAN2 (with some restrictions).


[bookmark: _Ref131522315][bookmark: _Ref131522300]Figure 3 – Protocol architecture for MR-DC with 5GC [2]
For MR-DC the PDCP layer is the splitting point of the data packets of a bearer, either without PDCP duplication to distribute the packets over the resources provided by two different nodes to enhance throughput or with PDCP duplication to send the packets over both nodes to enhance reliability
[bookmark: _Toc134778924][bookmark: _Toc134784164]MR-DC can be used to enhance throughput or by means of PDCP duplication to enhance reliability/robustness
For sidelink relaying, compared to the original protocol layer, a Sidelink Relaying Adaptation Protocol (SRAP) layer is added between PDCP and RLC that is required for the relaying functionality. For a PDCP duplication on the Uu and PC5 interface, this layer is of no harm, as the SRAP header will be removed in the network part of the protocol. Duplication covers only the reliability/robustness part of the work item justification and does not address throughput enhancements.
[bookmark: _Toc134784165]PDCP duplication covers the reliability/robustness part of the WID justification, but does not address throughput aspects.
4. Carrier Aggregation
For throughput enhancements, carrier aggregation can be used that requires the UE to use two or more up- and/or downlink paths for sending/receiving independent information. In Carrier Aggregation (CA), two (or more) component carriers (CC) are activated and aggregated to be used for the transmission of TBs. 
[bookmark: _Toc134784166]Carrier aggregation (CA) is used for throughput enhancements via aggregation of two or more component carriers (CC).
The layer-2 structure for a downlink with carrier aggregation is displayed in Figure 4. QoS flows are mapped to radio bearers and sent via the PDCP and RLC to the MAC layer. The MAC layer is responsible for scheduling and priority handling and multiplexes data onto the different component carriers.



[bookmark: _Ref131604059]Figure 4 – L2 structure for CA downlink wit CCs [3]
The CA structure as shown in Figure 4 is not supporting a sidelink multi-path enabled UE and assumes a single MAC entity for all component carriers. For multi-path relaying via a direct/indirect path the structure would need to be adapted to include the SRAP layer. Due to the additional SRAP layer for the indirect path, the MAC layer would no longer be free to schedule PDUs for Uu and PC5, because the routing of PDUs for either the Uu or PC5 RLC would have already been made by either the PDCP or the SDAP layer.
[bookmark: _Toc134784167]L2 structure for carrier aggregation would need to be adapted to support sidelink multi-path for throughput enhancements.

5. Protocol layer aspects
Given the current MR-DC and CA protocol structure, the SRAP layer needs to be included to enable the UEs to route traffic via an indirect path.
If MR-DC is used as a baseline, the split-bearer and the SCG bearer path would need to include the SRAP layer between PDCP and RLC for PC5 connections. Throughput enhancements can be realized by the mapping of QoS flows to either the MSC or the SCG bearer, limiting the throughput enhancement to the diversity of QoS flows. Throughout enhancements for a specific QoS flow could be realized by enabling the split bearer to – instead of doing a duplication – route PDUs to either the Uu or the PC5 part.
Therefore, the PDCP would need to perform an intelligent routing of PDUs to PC5 or Uu interface in a multi-path setting, taking into account the specific properties of the Uu or PC5 link.
[bookmark: _Toc134784168]The MR-DC split bearer concept could be used to enable throughput enhancements via a split bearer for Uu/PC5 multi-path configuration.
For the split-bearer configuraration, instead of performing a duplication of PDUs, the PDCP could perform a routing of PDUs to either the Uu RLC or the PC5 SRAP protocol layer to enable throughput enhancements based on direct/indirect paths. The method on distributing the PDUs on the direct/indirect path needs to be based on the QoS requirements, the available data rate, and availability of one or more relay nodes and other parameters of the remote UE or relay UE. 
[bookmark: _Toc134784172]The PDCP layer performs routing of PDUs to increase throughput in a multi-path configuration.
Whereas bearers can already be routed to either the Uu or the PC5 path to – overall – increase throughput by fixed distribution of data streams, throughput enhancements for a single bearer are not possible with this concept. The mapping of QoS flows to bearer is a N:1 connection. The current specification TS 37.324 the function of the SDAP mapping is defined as follows: “One or more QoS flows may be mapped onto one DRB.”
[bookmark: _Toc134784169]The SDAP layer maps QoS flows to a radio bearer in a N:1 relation.
[bookmark: _Toc134784170]Throughput enhancements for a single QoS flow require the mapping to either two bearers or the mapping to a split bearer that is used for throughput enhancements and not for reliability improvement.
[bookmark: _Toc134784173]The SDAP layer can map a QoS flow to a split bearer configured throughput enhancements.
Due to the different protocol layers for the Uu and the relayed PC5 path, the MAC entity cannot freely schedule PDUs of the split bearer, because the PDCP layer would already decide on which PHY to send PDUs by forwarding PDUs to either the Uu RLC or the PC5 SRAP layer.


Figure 5 - Protocol stack for split bearer MP relaying
It is therefore necessary for the MAC layer to influence the routing of the PDCP layer on how to distribute PDUs in order to increase throughput for a specific split-bearer.
[bookmark: _Toc134784174]The MAC layer configures the PDCP layer to distribute PDUs to either the Uu or the PC5 path of the split-bearer.
The MAC entity – similar to CA – is then connected to both PHY instances and distributes the PDUs according to their RLC type.


Figure 6 - Protocol stack with split-bearer and logical MAC entity for throughput enhancements
Another possibility to enable the split-bearer to benefit from throughput enhancements would be to enable PDCP duplication for throughput and let a split-MAC layer decide which of the two RLC PDUs to send – the one on Uu or the one on PC5. The other one is simply removed from the buffer.
[bookmark: _Toc134784171]PDCP duplication could be re-used for throughput enhancements if a MAC entity is configured to decide which PDU (Uu or PC5) to send and delete the other one.
6. Conclusion
The following observations and proposals have been made in this document:
Observation 1:	MR-DC is defined for UEs accessing two nodes via NR or NR + E-UTRA.
Observation 2:	MR-DC is not applicable for SL relaying as no PC5 link is involved.
Observation 3:	PDCP duplication in SL relaying is already agreed in RAN2 (with some restrictions).
Observation 4:	MR-DC can be used to enhance throughput or by means of PDCP duplication to enhance reliability/robustness
Observation 5:	PDCP duplication covers the reliability/robustness part of the WID justification, but does not address throughput aspects.
Observation 6:	Carrier aggregation (CA) is used for throughput enhancements via aggregation of two or more component carriers (CC).
Observation 7:	L2 structure for carrier aggregation would need to be adapted to support sidelink multi-path for throughput enhancements.
Observation 8:	The MR-DC split bearer concept could be used to enable throughput enhancements via a split bearer for Uu/PC5 multi-path configuration.
Observation 9:	The SDAP layer maps QoS flows to a radio bearer in a N:1 relation.
Throughput enhancements for a single QoS flow require the mapping to either two bearers or the mapping to a split bearer that is used for throughput enhancements and not for reliability improvement.
Observation 10:	PDCP duplication could be re-used for throughput enhancements if a MAC entity is configured to decide which PDU (Uu or PC5) to send and delete the other one.

Proposal 1:	The PDCP layer performs routing of PDUs to increase throughput in a multi-path configuration.
Proposal 2:	The SDAP layer can map a QoS flow to a split bearer configured throughput enhancements.
Proposal 3:	The MAC layer configures the PDCP layer to distribute PDUs to either the Uu or the PC5 path of the split-bearer.

7. [bookmark: _Toc21362209][bookmark: _Toc21362372][bookmark: _Toc21362477][bookmark: _Toc21338841][bookmark: _Toc21338942][bookmark: _Toc21338854][bookmark: _Toc21338955]References
[bookmark: _Ref494465620][bookmark: _Ref527624780][1] RP-223501 “3GPP WID: NR sidelink relay enhancements”, RAN#98e
[2] TS 37.340 V17.4.0 – Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Multi-connectivity; 2023-03
[3] TS 38.300 v.17.4.0 – NR; NR and NG-RAN Overall Description; 2023-03
[4] TS 38.351 V17.4.0 – NR; Sidelink Relay Adaptation Protocol (SRAP); 2023-03
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