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1. Introduction
[bookmark: _Hlk127256742]In RAN2#121 meeting, RAN2 have concluded 7 candidates of solutions for model transfer/delivery alternatives in [1], and also have a preliminary conclusion what use cases the candidates solutions can be used for.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse
As we discussed in our companion paper [2], it is literally time-consuming to discuss every solutions evenly. Given that some strategies shall be adopted in RAN2. The intents of this contribution is to share our views on the subsequent study in RAN2 for model transfer/delivery. 
2. [bookmark: _Toc7959][bookmark: _Toc20109][bookmark: _Toc12718547]Discussion
Regarding the solution 4, the OAM is added into the solution in the RAN2#121 meeting, but the contents in the bracket is still exiting that the transparent to 3GPP. After we evaluation, it cannot be transparent to 3GPP at all. There are following reasons:
1) Model transfer between UE and OAM is under the control of the NW.
2) NW is always aware of the OAM as an endpoint of the model transfer.
So it is hard to say it is transparent to 3GPP if the OAM is an endpoint of the model transfer, therefore, we suggest to split the case solution 4 to solution 4a and solution 4b.
[bookmark: _Toc131775390]Split the solution 4 to solution 4a and 4b:
· [bookmark: _Toc131775391]Solution 4a: Server (e.g. OTT) can transfer/delivery model(s) to UE. (e.g. transparent to 3GPP)
· [bookmark: _Toc131775392]Solution 4b: OAM can transfer/delivery model(s) to UE.
In RAN1#112 meeting, the model transfer/delivery is categorized into following cases:
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



In above table, a new term ‘model storage location’ is introduced which implies that one endpoint of the model transfer/delivery is the model storage location at NW side.  
[bookmark: _Toc131775393]For model transfer-delivery discussed in RAN 1, it implies that the one endpoint of the model transfer/delivery is UE, and the other endpoint of the model transfer/delivery is the model storage location at NW side.
In our companion paper[2], we discuss the functionality mapping of the model training within the NW for use cases of the AI based CSI feedback enhancement, and AI based beam management, and AI based positioning, and concluded that the logical entity/function for these use cases’ model training. In our understanding, the logical entity/function for model training can be regarded as the model storage location and,  Naturally, be an endpoint of the model transfer. Otherwise, the additional complexity would be introduced if we introduce another logical entity/function deliberately to store the AI model:
[bookmark: _Toc131775394]In terms of the endpoints of the model transfer: One endpoint of the model transfer is UE ,and the other endpoint of the model transfer is the logical entity/function where the model training resides.
According to the proposal achieved in our companion paper [2]:
1)  For AI based CSI feedback enhancement and AI based BM, the logical entity CU/gNB and OAM is proposed to be a logical entity for model training. With the logics of the proposal 1, if the model transfer is needed for these two use cases, the two endpoints of the model transfer is : UE  gNB (CU) or UEOAM.
2)  For AI based positioning, the NWDAF/LMF is proposed to be a logical function for AI model training. With the logics of the proposal 1, if the model transfer is needed for AI based positioning, the two endpoints of the model transfer is: UENWDAF, UELMF.
For the model transfer between UE  gNB(CU in gNB split case) and UEOAM, the solution 1a/1b can be utilized for UE  gNB ; For UEOAM , the solution 1a/1b also can be utilizedsince there is no need to define the private interface between OAM and gNB, in addition to solution 1a/1b, and solution 4b is much more direct way to go..
[bookmark: _GoBack]Regarding the model transfer between UENWDAF and UE LMF, they can be realized by either solution 3a/3b or solution 4a/4b, however, both of them should be studied in SA rather than RAN2. So we propose:
[bookmark: _Toc131775395]Solution 1a, 1b and 4b should be prioritized for the subsequent study of model transfer/delivery in RAN2.

3. Conclusion and proposals 
In this contribution, we discussed the model transfer for AI for PHY with the following observations and proposals:
Proposal 1.	Split the solution 4 to solution 4a and 4b:
	Solution 4a: Server (e.g. OTT) can transfer/delivery model(s) to UE. (e.g. transparent to 3GPP)
	Solution 4b: OAM can transfer/delivery model(s) to UE.
Obsevation 1.	For model transfer-delivery discussed in RAN 1, it implies that the one endpoint of the model transfer/delivery is UE, and the other endpoint of the model transfer/delivery is the model storage location at NW side.
Proposal 2.	In terms of the endpoints of the model transfer: One endpoint of the model transfer is UE ,and the other endpoint of the model transfer is the logical entity/function where the model training resides.
Proposal 3.	Solution 1a, 1b and 4b should be prioritized for the subsequent study of model transfer/delivery in RAN2.
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