


3GPP TSG-RAN2#122	Tdoc R2-2306404
Incheon, South Korea, 2023-05-22 - 2022-05-26

Agenda Item:	2.5 Others
Source:	Ericsson, Samsung, Nokia, Nokia Shanghai Bell
Title:	Discussion on RAN2 signalling alternatives
Document for:	Discussion, Decision
1	Introduction
The MAC protocol allows for signalling of MAC CEs. MAC CEs can be used to change the behaviour of the UE. For example, we have MAC CEs for activating/deactivating SCells in Carrier Aggregation, changing the UE’s DRX-state, change TA value, etc. These example MAC CEs are manageable and are all comparably small (in the order of a handful of octets).
But it has happened that RAN2 has gotten requests from other working groups to define signalling in MAC CEs which would have been more suitable to be handled (at least partly) by RRC.
As we are approaching a stage in Rel-18 work where signalling details needs to be decided, we are in this paper we highlight what we think are drawbacks of signal things in MAC CEs which we think should be considered when deciding how to signal things.
[bookmark: _Ref178064866]2	Discussion
In the end of Rel-17, RAN2 received LSs from RAN1 (e.g. in R1-2112842 and R1-2202737) where RAN1 requests RAN2 to define MAC CEs. Some of the signalling for what RAN1 proposes to use MAC CEs are very flexible which causes not only very complex MAC CEs, but also very large MAC CEs.
For example, RAN1 requests RAN2 to add this MAC CE:
[image: ]
It was brought up by some companies in RAN2 that this signalling cannot be done as a MAC CE due to its way too large size (in the order of megabytes). The discussion proved to be contentious in RAN2 since it was questioning a RAN1 agreement to have this signalling as a MAC CE. However, after some meetings RAN2 concluded on a different approach where part was signalled in RRC and part in a (smaller) MAC CE.
We believe that if RAN2 would have handled this discussion from the start (i.e., without RAN1 agreement that it should be a MAC CE) it would not only have been a smoother and quicker discussion, but also less contentious.
[bookmark: _Toc134772626]RAN1 sometimes request to use MAC CE for signalling which is not always the best approach.

The above MAC CE for IAB is just an example of where the use of MAC CEs was not thought through. But we believe this to be a bigger issue. We think that RAN2 needs to allow themselves to think more carefully what signalling approach is indeed best. A symptom of RAN2 (and other WGs) being overloaded is that we specify things quickly without giving it much thought what is best for the system as a whole and from implementability point of view. A better alternative than a MAC CEs is sometimes RRC signalling, either to provide the whole or part of some signalling and below we discuss some aspects which we think should be considered when deciding how signalling should be designed.
3	Aspects to consider when designing signalling
Below we list some aspects to consider when designing signalling, and in particular some differences between MAC and RRC which are worth considering.

Processing delay
One commonly mentioned reason why MAC CEs is better than RRC is that RRC processing delay is "very long" and MAC processing delay is "very short". We think that this is a misconception or exaggeration. The RRC processing delay defined in section 12 of 38.331 is 10-16 milliseconds for potentially very substantial reconfigurations:
	Procedure title:
	Network -> UE
	UE -> Network
	Value [ms]

	RRC reconfiguration

	RRCReconfiguration
	RRCReconfigurationComplete
	10

	RRC reconfiguration (scell addition/release)
	RRCReconfiguration
	RRCReconfigurationComplete
	16



Processing delay of MAC CEs are defined in 38.133 and 38.213 and is in the order of a few milliseconds even for small “reconfigurations”. This small difference in processing delay should in our mind rarely be a deciding factor. Only for very latency critical scenarios this could be an issue. But it is hard to imagine (m)any scenario(s) where the urgency is so high that the extra processing delay of RRC should be a deciding factor. 
Also, the processing delay of the message itself (MAC CE or RRC message) is sometimes only a small part of the overall delay for changing the UE's behaviour. The actions the UE needs to take to actually change the UE's behaviour are in some cases much longer than the processing delay itself. For example, SCell activation delay can be in the order for 34 milliseconds so the processing of the MAC CE is just a small part of the overall delay.
[bookmark: _Toc134772627]For most intends and purposes, the RRC processing delay is not significantly larger than the MAC CE processing delay.

Extendability
MAC CEs are defined in a static manner in the MAC specification and are not easily extensible. For example, if RAN2 needs to add new fields to an existing MAC CE it is not always straightforward. Of course, if there are reserved bits (R) in some octets of an existing MAC CE those can be used to add new fields. But reserved bits are not added for the sake of future extensibility, but rather are added due to MAC CEs being octet aligned and hence there are sometimes just some bits which happen to not be needed.
If RAN2 needs to add a new field to a MAC CE and there are not enough reserved bits available in the MAC CE, RAN2 may need to define a new version of the MAC CE. That new version of the MAC CE may in some cases require a new LCID-value.
Extensibility is on the other hand built-in to almost all RRC messages. To add a new field to an existing RRC message is trivial.
[bookmark: _Toc134772628]MAC CEs are not as easy to extend as ASN.1 messages.

LCIDs
MAC CEs are identified by an LCID value in the MAC CE's subheader. The LCID is signalled using a 6-bit field allowing for 64 different codepoints. 32 of these codepoints are reserved for (actual) logical channels, leaving 32 for MAC CEs, etc. These 32 LCIDs are soon used up and RAN2 was forced to add an additional octet to the MAC subheader to create an extended LCID-field. This extended LCID-field gives RAN2 a lot of new LCID values which can be used for MAC CEs, however, any MAC CE that is assigned to one of the extended LCIDs will use the MAC subheader that is one octet larger meaning that overhead is increased. All this means that RAN2 cannot add MAC CEs freely but should do so only when well justified.
[bookmark: _Toc134772629]Each MAC CE require an LCID value which is a limited resource.
[bookmark: _Toc134772630]The use of the extended LCID field costs one more octet per MAC subheader.

Retransmissions
MAC CEs are not protected by RLC retransmissions. This means that if there is a HARQ error (NACK to ACK error), a MAC CE can get lost without the gNB/UE knowing about it. RRC signalling is, in addition to protected by HARQ, protected by RLC ARQ which makes it loss-less (loss-less in the sense that if the UE is not able to send an RLC PDU the UE will retry, and if still after a number of attempts the message does not get through, the UE will declare RLF and re-establish the connection after which the UE and NW is again in-sync regarding which state/configuration the UE applies).
While the loss of some MAC CEs (BSR, DRX, ...) has only minor effect and is resolved quickly by other means (e.g. BSR retransmission; next DRX occasion, ...) others cause state mismatch that may force UE and network into a race condition that is hard or impossible to resolve. State mismatches with RRC reconfigurations are non-existent.
It is sometimes argued that the gNB can send multiple copies of the MAC CE in quick succession to improve the reliability, but that results in longer delay, and depending on what the MAC CE does, such retransmissions may cause other issues. Also such repetition of MAC CEs is not supported in UL.
[bookmark: _Toc134772631]MAC CEs can get lost since it is not protected by RLC ARQ. Depending on the type of MAC CE such loss may result in a state mismatch between UE and NW. RRC does not suffer from such mismatches.

Scheduling requests
RRC messages are sent as data on SRBs. When MAC identifies that there is data available for transmission, MAC will trigger a scheduling request (SR). When sending the SR (or RACH due to lack of SR resources) the gNB will provide UL resources to the UE allowing the UE to send the RRC message.
Uplink MAC CEs, on the other hand, do not trigger scheduling requests. This means that if a MAC CE is triggered by the UE, the UE would have to wait until the UE gets uplink resources due to some other trigger. For example, the UE may need to wait until uplink data arrives from upper layers which will trigger an SR.
RAN2 can, for certain latency critical MAC CEs, specify that those MAC CE triggers an SR. This causes additional complexity in terms of specification/implementation but also in terms of additional discussions in RAN2.
[bookmark: _Toc134772632]A MAC CE may experience longer delay than an RRC message since MAC CEs do not (in general) trigger scheduling requests. RRC messages do automatically trigger scheduling requests when they are generated.

Buffer Status Reporting
UE reported BSR MAC CEs are used by the network to provide UL grants to the UE of suitable size. The UE reports the amount of data the UE has available and in general the network aims at providing a grant matching the reported amount of data.
MAC CEs are however not accounted for in the BSR. This means that the UE may report that it has N bytes (of data) available and the network provides a grant of size N. However, on top of the N bytes of data, the UE may also have MAC CEs that has been triggered that are pending transmission. The gNB cannot know this from the BSR though and if the gNB provides a grant of size N, the MAC CE may be stuck in the UE without the gNB knowing, and hence the MAC CE transmission may be delayed. One means to avoid this is to give important MAC CEs a higher priority than the logical channels for data. But this would instead mean that if the gNB gives a grant of size N, the UE would give priority to the MAC CE and some of the N-bytes of data would be stuck and instead the data is delayed.
RRC messages on the other hand is like any upper layer data to the MAC layer. This means that if the UE has a pending RRC messages in an SRB, the BSR will indicate this. The gNB can then be sure that when the gNB has emptied the UE's buffers, it has received all pending RRC messages.
This problem with MAC CEs not being accounted for in the BSR can be addressed by gNB implementation. But to address this, the gNB has to overprovision the UE with UL resources to ensure that the UE indeed has a large enough grant to send both the data and potential MAC CEs. But for the (common) case when the UE didn’t have any pending UL MAC CE, such overprovisioning waste network resources and UE power.
[bookmark: _Toc134772633]MAC CEs are not considered in the BSR and can therefore get stuck in the UE.

Segmentation
If an UL grant that the UE receives is smaller than the available data, the RLC layer in the UE will help with segmenting the data so it fits in the transport block. This of course only applies for data which passes through the RLC layer. RRC messages passes through the RLC layer and hence can be segmented meaning that also very large RRC messages can be transmitted using (several) small transport blocks.
MAC CEs on the other hand cannot be segmented since they don’t pass through RLC. Either the complete MAC CE fits in to the transport block and can be included, or it doesn’t get sent at all. And as discussed above, since BSRs do not account for pending MAC CEs, the gNB will have no means to know that the UE wanted to, but failed to include a MAC CE in the transport block. This means that RAN2 should not design MAC CEs which are too large, like the IAB MAC CE discussed above for example.
[bookmark: _Toc134772634]MAC CEs should be small to ensure that they don’t get blocked due to not fitting in the transport block.

Security
One flaw with MAC signalling is that it is not protected. Any MAC CE sent over the air can be read by an attacker. This has been discussed earlier, for example when GSMA brought up the SLIC attack in the LS R2-2100003. The SLIC attack is an attack exploiting reading the (unprotected) SCell Activation/Deactivation MAC CE. We acknowledge that the risk of this attack is low, but it is one example highlighting that security is one aspect which should be considered when deciding which protocol to use for signalling, and MAC CEs are unprotected.
[bookmark: _Toc134772635]MAC CEs are not ciphered/integrity protected.

Complexity
RAN2 originally chose to design RRC as a generic control plane protocol by which the UE conveys e.g. its capabilities and measurements and by which the network configures the UE. As explained above, means were developed to avoid race conditions, extensibility, etc. 
The recent development of adding more and more MAC CEs (and L1 DCIs) to (de-)activate or change the UE’s configuration makes the overall implementation of new features a lot more difficult since so many layers and functions need to be modified for seemingly small functionality. 
Of course, PUSCH/PDSCH scheduling could not be achieved by RRC ASN.1 messages. But for many other triggers and control elements an RRC message would have been equally suited and simpler to implement. 
[bookmark: _Toc134772636]Introducing several layered “control protocols” (RRC; MAC CEs, L1 DCIs) increases the implementation complexity and should hence be used with great care (only when really justified).
3	Conclusion
In this paper we have reached these observations:
Observation 1	RAN1 sometimes request to use MAC CE for signalling which is not always the best approach.
Observation 2	For most intends and purposes, the RRC processing delay is not significantly larger than the MAC CE processing delay.
Observation 3	MAC CEs are not as easy to extend as ASN.1 messages.
Observation 4	Each MAC CE require an LCID value which is a limited resource.
Observation 5	The use of the extended LCID field costs one more octet per MAC subheader.
Observation 6	MAC CEs can get lost since it is not protected by RLC ARQ. Depending on the type of MAC CE such loss may result in a state mismatch between UE and NW. RRC does not suffer from such mismatches.
Observation 7	A MAC CE may experience longer delay than an RRC message since MAC CEs do not (in general) trigger scheduling requests. RRC messages do automatically trigger scheduling requests when they are generated.
Observation 8	MAC CEs are not considered in the BSR and can therefore get stuck in the UE.
Observation 9	MAC CEs should be small to ensure that they don’t get blocked due to not fitting in the transport block.
Observation 10	MAC CEs are not ciphered/integrity protected.
Observation 11	Introducing several layered “control protocols” (RRC; MAC CEs, L1 DCIs) increases the implementation complexity and should hence be used with great care (only when really justified).

As discussed in the beginning of this paper, it happens that RAN2 is urged, e.g. by RAN1, to signal things using MAC CEs which is not suitable to be sent in MAC. We think it is important that RAN2 gives itself time to ensure that we don’t hurriedly specify something, but instead make sure we specify good solutions which both are simple and can be implemented, but that also works also in reality (not only on paper/in the specification).
We think that RAN2 should send an LS to RAN1 and RAN4 to indicate some shortcomings of adding some signalling in MAC CEs. And preferably, what RAN1 should do is to indicate to RAN2 what they wish to have signalled, but it is important that RAN2 decides which signalling approach is best to adopt (e.g. RRC vs. MAC CEs). Also, we hope it is common understanding in RAN2 that even if RAN1 "agrees" a certain MAC CE, RAN2 can decide to implement the proposed signalling in the way which is best from a RAN2 point of view (of course while considering potential requirements RAN1 may have on the signalling).
RAN2 should consider what other WGs want to have signalled, but the final decision on the signalling design is up to RAN2 (e.g. which layer to add the signalling in).
We propose this LS text:
	1. Overall Description:
RAN2 has discussed different signalling approaches such as the use of MAC CEs compared to RRC. RAN2 would like to highlight to some aspects which should be considered when deciding whether to use MAC CEs and RRC when designing new signalling:
· The processing time of RRC is, for most use cases, not significantly longer compared to the processing times of MAC CEs.
· MAC CEs are not extensible in the same way as RRC signalling
· Each MAC CE requires LCIDs which is a limited resource
· MAC CEs are not protected by RLC ARQ meaning that they can get lost without notice from the UE/network and may result in state mismatch between the UE and network
· Transmitting an UL MAC CE may experience longer delay than an RRC message since MAC CEs do not (in general) trigger a scheduling request, which RRC messages do
· UL MAC CEs are not counted in the BSR meaning that the network cannot accurately allocate resouces to acount for them.
· MAC CEs are not protected meaning thay can be openly read by a potential attacker.
· Introducing several layered "control protocols" (RRC, MAC CEs and L1 DCIs) increases implementation complexity and should be used with great care (only when really justified).

RAN2 would respectfully request that when other WGs request signalling from RAN2, only the requested information is provided, along with any additional requirements on the desired signalling (e.g. frequency of change, delay requirement, expected signalling size, etc.). RAN2 will define the most suitable signalling approach based on the provided information (e.g. MAC CE or RRC signalling). Even if MAC CE is requested by other WGs, it is up to RAN2 to decide how to implement the signalling.
2. Actions:
To RAN1 and RAN4:
ACTION: RAN2 respectfully asks RAN1 and RAN4 to take the above request in to account in the future work.



[bookmark: _Toc101450054]Send an LS to RAN1 and RAN4 with the above text.
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