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1. Introduction
In this contribution, we discuss the model transfer/delivery methods.
2. Discussion 
2.1 Model transfer/delivery method
AI/ML model transfer/delivery methods are being discussed in RAN2, where RAN2 need to discuss which network entity should be responsible for transfer/deliver of the AI/ML model and how transfer/delivery is done. Two outstanding alternatives are CP-based and UP-based method.
[bookmark: _Hlk126510520]We think it is important to consider AI/ML model configuration functionality. AI/ML model may have many versions of a model each using different programming languages, libraries, or different versions of the same library. If an AI/ML model is delivered through a CP-based solution, the network entity responsible for AI/ML model transfer/delivery may need to understand the AI/ML model language as well as the contents of the configuration. For example, if RRC is in charge of configuring a proper AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. Also, it requires the massive update of existing gNBs to support ML functionalities. 
Observation 1. If RRC is in charge of configuring an AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. This also requires the massive update of existing gNBs to support ML functionalities.
[bookmark: _Hlk126609073]Since AI/ML technologies evolve rapidly, model scalability and new model availability should be considered seriously. As new features are added to the AI/ML model, new model-specific settings and its description should be added. If RRC starts to specify AI/ML model description, RAN2 spec impact would be significant. For any model to use, model and model-related parameters shall be specified. This would introduce a strong but unnecessary dependency between RRC and ML syntax. Furthermore, RRC can hardly catch up with the latest AI/ML model pool that is rapidly evolving and expanding, because RRC spec change is quite slow and strictly controlled. 
Observation 2. If RRC is in charge of configuring an AI/ML model, whenever new features are added to the AI/ML model, RAN2 spec impact is significant. RRC cannot catch up with the latest AI/ML model pool applicable in the field/ML community.
Therefore, it is proposed not to consider using ASN.1 for model transfer/delivery in RRC
Proposal 1. Do not consider using ASN.1 for model transfer/delivery in RRC
[bookmark: _Hlk126610293]In addition, any CP solution (whether the network entity is CN or gNB) can be problematic in setting if the model size is large. 
[bookmark: _Hlk126956947]First, segmented delivery of the RRC message is needed to carry a large-size of AI/ML model. RRC messages can be segmented every 9000 bytes, and as the size of the model increases, more RRC messages are generated. For example, in the case of a 10Mbyte model, 1000 segments of RRC messages are required. If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly. 
Secondly, when PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. That is, if model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning. Therefore, many radio resources may be wasted and signaling overhead may occur.
Lastly, to avoid head-of-line-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
Observation 3. CP-based solutions are not suitable for delivering models with large sizes. 
· If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly.
· When PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. If model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning.
· To avoid head-of-line-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
On the other hand, for models with large sizes, UP-based solutions is more appropriate. From architectural point of view, several UP based solutions being discussed are not mutually exclusive ones but just implementation variants of a common UP-based architecture that employs a network entity such as application function in charge of AI/ML model provisioning. From RAN2 perspective, a new application protocol stack that terminates UE and a network entity may need to be introduced to provide model provision services in standardized manner. 
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<Figure 1. UP solution between gNB and UE>
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<Figure 2. UP solution between CN and UE>
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<Figure 3. UP solution between server and UE>
The UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse. Therefore, we propose to study the UP solution for model transfer/delivery. Through this, we can also narrow the scope of the discussion. 
Observation 4. UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse.
Proposal 2. To study UP solution for model transfer/delivery
2.2 Delta Model transfer/delivery
In the RAN2 #121 meeting, there was an argument regarding delta model transfer/delivery. According to the agreements from RAN1 #112 meeting, there are different methods of model transfer/delivery for UE-sided model and two-sided model, depending on the model storage location and training location. 
	RAN1 #112 Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format 
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side





Among the different cases, case z2, z4, and z5 involve model transfer/delivery through the 3GPP air interface. Excluding proprietary models and cases where the network is unaware of the UE's model structure, z4 remains as a possible scenario for delta model transfer/delivery. This is because in the case of z4, it is possible to modify certain parameters and deliver them to the UE, making it a feasible option for delta model transfer/delivery.
Observation 5. Only z4 case, i.e., model transfer in open format of a known model structure at UE, can be applicable for delta configuration. 
However, delta model transfer/delivery should be considered in the same way as initial model transfer/delivery because it also has the same observations (Observation1-Observation 4) as initial model transfer/delivery. Therefore, the delta configuration can be transferred via the UP solution and there is nothing to specify in RAN2.
Proposal 3. Do not study delta model transfer/delivery in RAN2
3. Conclusion
[bookmark: OLE_LINK5]Observation 1. If RRC is in charge of configuring an AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. This also requires the massive update of existing gNBs to support ML functionalities.
Observation 2. If RRC is in charge of configuring an AI/ML model, whenever new features are added to the AI/ML model, RAN2 spec impact is significant. RRC cannot catch up with the latest AI/ML model pool applicable in the field/ML community.
Proposal 1. Do not consider using ASN.1 for model transfer/delivery in RRC
Observation 3. CP-based solutions are not suitable for delivering models with large sizes. 
· If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly.
· When PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. If model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning.
· To avoid head-of-line-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
Observation 4. UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse.
Proposal 2. To study UP solution for model transfer/delivery
Observation 5. Only z4 case, i.e., model transfer in open format of a known model structure at UE, can be applicable for delta configuration. 
Proposal 3. Do not study delta model transfer/delivery in RAN2
4. References
[1]xxx

1

5

image2.png
UE

oNB

oN





image3.png
UE gNE Server





image1.png
Collocated
ane

ue ans





