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1	Introduction
[bookmark: _Hlk126747564]Agreements on Fast MCG Recovery:
In RAN2#120 meeting, agreements regarding MRO for fast recovery have been achieved：
Fast MCG Recovery

Agreements
1	For fast MCG recovery MRO, prioritize NR-DC scenario. if time allows, study whether the same solution can be extended for others DC scenarios. 
2	Consider at least below scenarios for fast MCG recovery MRO:
a.	T316 expiry  
b.	SCG failure/deactivation during fast MCG recovery (i.e., running of T316). The “upon fast MCG recovery case” is FFS.
3	RLF report is enhanced to support fast MCG recovery MRO.
4	Fast MCG recovery failure cause shall be included for fast MCG recovery optimization. FFS details

RAN2#121 meeting has agreed the FFS as follows:
=>	FFS the scenario to “SCG deactivation before fast MCG recovery (when UE detects MCG failure)”.

In the meanwhile, RAN3 has confirmed several scenarios to focus on during RAN3#117 meeting and RAN3#119bis meeting.
RAN3#117 has agreed case a and case b for MRO for fast MCG recovery:
MRO for the fast MCG recovery: 
Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired); 
Case c: other problem are not precluded if legacy MRO mechanism cannot cope with it.

In RAN3#119bis meeting, there is some progress related to this objective as below:
MRO for the fast MCG recovery: 
Case f1, where the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation is to be addressed. 
Scenario ‘a’ is redefined: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
Agreements on CPAC:
In RAN2#120 meeting, agreements regarding MRO for CPAC have been achieved：
MRO for CPAC 
Agreements:
1 RAN2 confirms the CPA/CPC scenarios agreed by RAN3 and discuss corresponding UE impacts.
2  SCGFailureInformation is enhanced to support CPAC MRO (i.e, no need to introduce new reports/message). 
 FFS: For CPAC MRO, information to differentiate CAPC from conventional SCG failure is needed (ffs by implicit or explicit indication).
 Meanwhile in the RAN3#119 meeting, there is some progress about UE reporting for MRO for CPAC as follows:
 Information available in the network nodes should not be included in the SCGFailureInformation.
For MRO for CPC and CPA, if there are multiple events configured for CPA/CPC, the UE reports the first triggered CPAC event, and the time duration between the two triggered CPAC events.
 In this paper, for the agreed scenarios and the remaining FFS, we will give further consideration and potential solution to support this objective.
FFS: For CPAC MRO, information to differentiate CAPC from conventional SCG failure is needed (ffs by implicit or explicit indication).
 For further discussion:
Proposal 12: For CPAC MRO, RAN2 discuss which of below time information is needed to be reported by UE (ffs reusing existing existing new IEs or introducing new IEs ):
a. The time elapsed between reception of CPAC configuration and the CPAC execution (4)
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received. (3)
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell. (2)
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure. (1)
e. timeSinceCPACReconfig (1)
Proposal 14: For CPAC MRO, RAN2 discuss whether below type information is needed (ffs details):
a. Information to differentiate CPA and CPC
b. Information to differentiate SN or MN initiated CPAC procedure
c. None
Proposal 15: For CPAC MRO, RAN2 discuss which below CPAC configuration relevant information is needed:
a. The time elapsed between the two CPAC execution events e.g., A3 and A5 (4)
b. The first fulfilled event e.g., A3 or A5 (3)
c. The latest configured CPAC configuration including the CPAC execution condition(s) (2)
d. CPAC execution condition(s) fulfilled (2)
e. indication whether UE had stored intra-SN CPC configuration at the time of SCG failure. (1)
f. an indication regarding target cells that were previously reported to the network but not part of the received CPC configurations. (1)
g. None
Proposal 16: For CPAC MRO, RAN2 discuss which below measurements relevant information is needed:
a. CPAC candidate PSCells identity (3)
b. Candidate PSCell measurement results  (2)
c. the latest neighboring cell measurement results (3)
d. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not (2)
e. Source PSCell info (cell ID and measurements) (1)
f. Target PSCell ID; (1)
g. Target PSCell  measurements (1)
h. None
Proposal 17: For CPAC MRO, RAN2 discuss which below information is needed:
a. the MCG timers such as t310 and t312 values if they are running
b. RLF retransmission counter value
c. one indication that before PCell handover, CPA/CPC configuration has received but not executed or the time difference between the CPA/CPC configuration and PCell handover
d. Success PSCell change/addition cause value (e.g., t304, t310, t312 cause, etc.)
e. None

Agreements on MDT override:
In the RAN2 #121 meeting, there are following 3 candidate solutions to solve the inter-RAT MDT override problem.
	Solution 1: Override protection for logged MDT by simultaneous LTE and NR configuration for logged MDT.
Solution 2: Override protection by cross-RAT signaling but no cross-RAT reporting of LTE logged MDT report from NR to LTE.
Solution 3: Both solution 1 and 2 are supported for different UE implementation.


Solution 2 is finally chosen for further specification, while the following agreements are achieved.
	Agreements For solution 2:
1	Extend the LTE LoggedMeasurementConfiguration to include Logged MDT type indication information
2	NR signaling is needed to inform the gNB that signaling based MDT is configured by E-UTRA.
3	Try to reuse R17 NR signaling by the UE to inform gNB whether signaling based MDT is configured even when it is configured by E-UTRA



Meanwhile, there are still some leftover issues.
	FFS  in RAN3 the details and the Need of differentiating the RAT type. Further discuss whether priority handling for signalling logged MDT configuration between different RAT types is needed or not.



In this paper, we shall provide our further considerations to the above issues.
2	Discussion
2.1 Fast MCG recovery
2.1.1 Summary of potential Cases
RAN3#117 has agreed case a and case b for MRO for fast MCG recovery:
MRO for the fast MCG recovery: 
Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired); 
In RAN3#119bis meeting, there is some progress related to this objective as below:
MRO for the fast MCG recovery: 
Case f1, where the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation is to be addressed. 
Scenario ‘a’ is redefined: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
For fast MCG recovery, all the potential scenarios are summarized [1] below. As state above, for cases a, b and f1, they have been agreed in RAN3:
· Case a: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.
· Case e: Subsequent failure after successful fast MCG recovery.
· Case f1: dual failure case, where the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation.
· Case f2: dual failure case, where the MCG fails yet before the UE sends the SCGFailureInformation.
· Case g: SCG RLF (case f2)/deactivation occurs before MCG RLF
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Figure 1: scenarios for fast MCG recovery

As stated above, RAN3 has agreed cases a, b and f1. At RAN3#117-e meeting, there is agreement “other problems are not precluded if legacy MRO mechanism cannot cope with it”.
For the cases of c, d, e, f1, f2 and g are possible failure occurrences, there is no corresponding UE reporting information to enable the network for MRO analysis. For case c, RAN2 will not report any information. For case d, RLF report will be record, but there is no relevant information of the SCG RLF or T316 expiry. As for case f2 and g, it is also worth that there is no correlation scheme for the network to correlate the SCG failure/deactivation and subsequent MCG failure.
Therefore, it is concluded that legacy MRO mechanism could not cope with the cases of c, d, e, f1, f2 and g. RAN2 should consider to keep all these cases open for MRO for fast MCG recovery.
Observation 1: Legacy MRO mechanism cannot cope with the cases c, d, e, f2 and g of fast MCG recovery.
Proposal 1: RAN2 should wait for RAN3 decision on all these cases c, d, e, f2 and g for MRO for fast MCG recovery.

2.1.2	The already agreed cases a, b and f1
In the LS sent from RAN3#118 meeting, RAN3 wanted UE to provide the following information:
In the scope of MRO for the fast MCG recovery, RAN3 has agreed that it is beneficial if the UE reports at least:
· PSCell where SCG failure happened, and
· the cause of the fast MCG recovery failure containing at least:
· T316 expiry, 
· SCG failure, and
· SCG was deactivated or other cases where SCG is not available
· SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx) if the cause of the fast MCG recovery is SCG failure  
There is some concern about whether to include the SCG deactivation while T316 running as one specific type of SCG status. If UE detects the MCG RLF in uplink direction (e.g., randomAccessProblem, rlc-MaxNumRetx), it is possible that the MCG(MN) indicates UE to deactivate the SCG by downlink RRC signalling via split SRB1, or even via SRB1 itself. That’s due to the different understanding of the service requirements and link quality from the network side and UE side respectively. Since SCG deactivation and fast recovery are two different features, there may be no coordination between those two features. Therefore, we believe that SCG deactivation while T316 running is a specific kind of SCG status to identify the root cause. Consider that the failed MN may release the UE context and may not know the failure of MCG recovery was due to SCG deactivation, a SCG deactivation indication can be added in the RLF report. 
Observation 2: SCG may be deactivated during T316 running.

From RAN2 point of view, all the above information can be captured into the RLF report to record information of fast MCG recovery procedure. 
Proposal 2: UE includes the following information as RAN3 LS:
· PSCell where SCG failure happened, and
· the cause of the fast MCG recovery failure containing at least:
· T316 expiry, 
· SCG failure, and
· SCG was deactivated or other cases where SCG is not available
· SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx) if the cause of the fast MCG recovery is SCG failure  


Furthermore, if the root cause is SCG RLF, except the above failure type, there are other scenarios resulting in SCG RLF, e.g., synchReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailur. The detailed failure type should be reported by UE for the optimization of SCG configuration. 
Proposal 3: In case of MCG recovery failure due to SCG RLF, UE includes the SCG RLF failure type in the RLF report: synchReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailure.
RAN3 has confirmed that the fast MCG recovery failure scenarios includes T316 expiry or SCG failure/deactivation while T316 is running. We notice that when UE detects SCG failure/deactivation while T316 is running, UE keeps T316 running and waits for T316 expiry to initiate the connection re-establishment procedure, according to clause 5.7.3b.5 in TS 38.331. 
 [image: ]
Observation 3: When UE detects SCG failure/deactivation while T316 is running, UE keep T316 running and wait for T316 expiry to initiate RRC re-establishment procedure.
Therefore, for fast MCG recover failure scenarios, the T316 will always expire. To further differ the actual T316 expiry without SCG RLF/deactivation, it is desirable to introduce an explicit indicator, e.g., signalling delay, to indicate that no SCG RLF/deactivation is detected before T316 expiry.
Proposal 4: UE includes the cause “signalling delay” of the fast MCG recovery failure for T316 expiry without SCG RLF/deactivation during T316 running.

To avoid UE waiting too long for the response which never arrives, one way to optimize the situation is to set a reasonable timer T316. If the duration of T316 is set too long, UE has to experience long time data transmission interruption time, especially for the T316 expiry case. In this case, it is beneficial for UE to perform the re-establishment procedure quickly to resume the MCG transmission. Conversely, if the duration of T316 is set too short, this will result in unnecessary fast MCG recovery failure. Thus, T316 optimization is beneficial to stop MCG recovery as soon as possible to decrease interruption time.
Observation 4: Proper T316 setting is critical to make sure that UE is not wasting time to wait for an RRC message that will not arrive.
Proposal 5：Include T316 elapsed time until SCG RLF/deactivation in RLF report for the optimization of T316 timer to enhance the fast recovery MRO.

When UE detects MCG RLF, UE generates MCG RLF report accordingly, and initiates fast MCG recovery. Upon fast MCG recovery failure including case a, b and f1, UE can record the fast MCG recovery failure related information into the existing RLF report for the MCG RLF.
Proposal 6: UE records fast MCG recovery failure on top of MCG RLF report.

2.1.3	Other potential scenarios
According to TS 38.331, when UE stops T316 upon a successful MCG recovery, the RLF report is deleted. If the network later intends to reduce the occurrence of MCG RLF for MRO, the UE should keep the MCG RLF report.
[image: C:\Users\w00442454\AppData\Roaming\eSpace_Desktop\UserData\w00442454\imagefiles\952702E6-C727-4976-87DE-359C0A7E046A.png]
Proposal 7: RAN2 keeps MCG RLF report upon successful fast MCG recovery.
Case c: fast recovery near failure
If the duration of T316 is set too short, it reduces the success probability of fast MCG recovery and result in unnecessary initialization of RRC re-establishment procedure. MN could not take the risk of reducing the duration of T316 duration without any prior knowledge, such as, the failure or near failure probability due to T316 duration. The intention to avoid the failure of MCG recovery is based on the information reported from UE in near failure case. We consider apply SHR-wise report in this near failure case.
Proposal 8: RAN2 consider fast MCG recovery near failure case and work on new kind of report for the optimization for T316 to avoid the failure of MCG recovery.

Case e: Subsequent failure after successful fast MCG recovery 
A successful fast MCG recovery procedure delivers a target cell for UE to execute handover towards. A HOF may occur. The inappropriate target cell is a failure handling decision made by MN after the MCG RLF, which should not be treated as a normal HO decision, perhaps with outdated available measurement result from UE. 
Proposal 9: RAN2 support subsequent failure after successful fast MCG recovery to distinguish this type of failure event from “normal” failure event when collecting statistics.
Proposal 10: UE indicates which kind of RAR received from MN via SN, e.g., Hanover command or RRCRelease. If it is handover command, UE indicates the failed target Cell ID.

Case d: CHO based recovery failure case after fast MCG recovery failure
If UE receives CHO configuration, a MCG RLF occurs due to late CHO execution after the UE has stayed for a long period of time in the source PCell. After UE encounters fast MCG recovery failure, UE firstly attempt CHO based recovery and secondly RRC re-establishment. Inappropriate CHO configuration needs to take responsibility for both MCG RLF and CHO based recovery failure. For MRO analysis, the two failure events should be correlated to adjust the CHO configuration properly. So we proposed to take into account the CHO based recovery case along with fast MCG recovery failure.
Proposal 11: RAN2 support CHO based recovery failure after fast MCG recovery failure to correlate the related failure events due to the same inappropriate CHO configuration.
Proposal 12: UE include the CHO config for MRO analysis of too late CHO and CHO based recovery in addition.

Case g: SCG RLF(case f2)/deactivation occurs before MCG RLF
One thing we would like to address is that UE even fails to initiate the transmission of MCGFailureInformation and start T316 timer in case of SCG RLF, SCG deactivation and ongoing PSCell change/addition before the MCG failure. It is also pointed out by some companies that SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism, i.e., SCGFailureInformation for SCG RLF and RLF report for MCG RLF respectively. Under some circumstances, UE even fails to transmit the SCGFailureInformation to MN due to MCG RLF immediately after SCG RLF. Even with reception of SCGFailureInformation and RLF report for these two failure events from UE, network simply performs individual MRO analysis. For avoidance of the dual failures, it requires network to correlate these two failure events and perform the MRO analysis for joint/coordinated optimization of both MCG and SCG. For example, despite UE is configured to initiate MCG recovery, UE does not initiate MCG recovery to resume MCG transmission due to those specific SCG status. It is better for network to know whether it is too late or too early to reconfigure UE with those SCG status and make adjustment according to avoid the initiation failure of fast MCG recovery.
Observation 5: SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism. 
Proposal 13: RAN2 support the initiation failure case of fast MCG recovery to enable the coordinated MRO analysis and joint optimization of both MCG and SCG.
Proposal 14: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) to indicate the cause of initiation failure in the RLF report.

2.2 CPAC
RAN2 has confirmed to use SCGFailureInformation for CPAC MRO, which is immediately reported by UE upon declaring SCG failure. Besides, some companies have concerns about increasing the size of SCGFailureInformation by adding information intended for MRO purpose. Besides, RAN3 also confirmed not to include information available at the network to SCGFailureInformation. We might as well take advantage of the immediate reporting of SCGFailureInformation. The very obvious benefit is that the UE context is always available at the network side (MN or last serving SN). we would rather think about the CPAC MRO enhancement in the perspective of minimizing the added information.
2.2.1 Time relevant
For further discussion:
Proposal 12: For CPAC MRO, RAN2 discuss which of below time information is needed to be reported by UE (ffs reusing existing existing new IEs or introducing new IEs ):
a. The time elapsed between reception of CPAC configuration and the CPAC execution (4)
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received. (3)
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell. (2)
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure. (1)
e. timeSinceCPACReconfig (1)
First, we noticed that in [1] the definition of bullet e is to measure the elapsed time between the initiation of CPAC execution and the reception of CPAC config. Technically speaking, the time in bullet e is totally the same as the one in bullet a. So, we can merge bullet e to bullet a.
As we all know, in CHO, the UE decides the CHO execution without notification to the source MN. In Rel-17 CHO MRO, it is a shared understanding that it is important to know the CHO execution moment related time, which may be beneficial to retrieve the related CHO configuration for MRO purpose. The IE timeSinceCHO-Reconfig is introduced to provide the CHO execution moment related time information.
	timeSinceCHO-Reconfig
In case of handover failure, this field is used to indicate the time elapsed between the initiation of the last conditional reconfiguration execution towards the target cell and the reception of the latest conditional reconfiguration. In case of radio link failure, this field is used to indicate the time elapsed between the radio link failure and the reception of the latest conditional reconfiguration while connected to the source PCell. Actual value = field value * 100ms. The maximum value 1023 means 102.3s or longer.


Based on the similar consideration, some companies suggest introducing the time info in bullets a/e and c, which indicates the time elapsed between the reception of CPAC configuration and the CPAC execution.
To start the discussion, we can take the MN-initiated CPAC for example and the general flow is showed in Figure 2.


Figure 2: MN-initiated CPAC case
As illustrated in the above flow, it is worth noting that different from the CHO procedures, the UE will send the second RRCReconfigurationComplete message to the source MN if the CPAC is executed. In this message, the UE informs the source MN of the selected target candidate PSCell. Upon receiving the message, the MN can know the CPAC execution moment related information.
When detecting the SCG failure, the UE will immediately send the SCGFailureInformation message to the source MN. Correspondingly, the MN can be aware of the time when the SCG failure occurs. Based on the above information, it is believed that the MN can derive the time in bullets b and c, e.g., by computing time between transmission of RRCReconfig containing CPAC config and reception of SCGFailureInforamtion for bullet b and computing time between reception of RRCReconfigComplete corresponding to the selected PSCell and reception of SCGFailureInforamtion for bullet c.
Observation 6: The MN can derive the time in bullets a~e:
a. The time elapsed between reception of CPAC configuration and the CPAC execution
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
e. timeSinceCPACReconfig
Proposal 15: For CPAC MRO, the time information below is NOT needed to be reported by UE:
a. The time elapsed between reception of CPAC configuration and the CPAC execution
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
e. timeSinceCPACReconfig
 
2.2.2 CPAC type relevant
For further discussion:
Proposal 14: For CPAC MRO, RAN2 discuss whether below type information is needed (ffs details):
a. Information to differentiate CPA and CPC
b. Information to differentiate SN or MN initiated CPAC procedure
c. None
 
We believe it is necessary to differentiate the CPA and CPC from classic PSCell addition/change at the MN side. Furthermore, for CPC, it is also reasonable to differentiate SN or MN initiated CPC procedure. This will be helpful for the MN to decide whether the SN is the initiating node and whether to forward the SCGFailureInformation to it. Currently, the UE will immediately report the SCGFailureInfomration upon SCG failure. It is believed that the MN is still maintaining the UE context and can retrieve the above information based on the UE context. Therefore, there is no need for the UE to report the above information explicitly.
Besides, the information for CPAC MRO to be enhanced into the SCGFailureInformation is still under discussion. If new CPAC information is introduced, explicit indication is not needed either.
Proposal 16: For CPAC MRO, the information is NOT needed by explicit indication from UE:
a. Information to differentiate CPA and CPC
b. Information to differentiate SN or MN initiated CPAC procedure
 
2.2.3 CPAC configuration relevant
For further discussion:
Proposal 15: For CPAC MRO, RAN2 discuss which below CPAC configuration relevant information is needed:
a. The time elapsed between the two CPAC execution events e.g., A3 and A5 (4)
b. The first fulfilled event e.g., A3 or A5 (3)
c. The latest configured CPAC configuration including the CPAC execution condition(s) (2)
d. CPAC execution condition(s) fulfilled (2)
e. indication whether UE had stored intra-SN CPC configuration at the time of SCG failure. (1)
f. an indication regarding target cells that were previously reported to the network but not part of the received CPC configurations. (1)
g. None
For bullets a and b, RAN3#119 meeting has agreed the benefit of reporting bullet a and b, i.e, For MRO for CPC and CPA, if there are multiple events configured for CPA/CPC, the UE reports the first triggered CPAC event, and the time duration between the two triggered CPAC events. 
With the information of bullets a and b, the network can fully know the triggering situation of the CPAC execution conditions. Therefore, bullet d is not needed. For bullets c and f, this can depend on network implementation to store the related CPAC configuration including the CPAC execution conditions. As for bullet f, if the UE reported the measurement results to the network, the network can know whether each reported cell is included into the CPAC configuration. There is no meaningful for the UE to redundantly report such information.
Proposal 17a: For CPAC MRO, the triggering event information is needed as indicated in RAN3 LS:
a. The time elapsed between the two CPAC execution events e.g., A3 and A5
b. The first fulfilled event e.g., A3 or A5
Proposal 17b: For CPAC MRO, the triggering event information is NOT needed:
c. The latest configured CPAC configuration including the CPAC execution condition(s)
d. CPAC execution condition(s) fulfilled
e. indication whether UE had stored intra-SN CPC configuration at the time of SCG failure
f. an indication regarding target cells that were previously reported to the network but not part of the received CPC configurations
g. None

2.2.4 Measurements relevant
For further discussion:
Proposal 16: For CPAC MRO, RAN2 discuss which below measurements relevant information is needed:
[bookmark: _Hlk127456847]a. CPAC candidate PSCells identity (3)
b. Candidate PSCell measurement results (2)
c. the latest neighboring cell measurement results (3)
d. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not (2)
e. Source PSCell info (cell ID and measurements) (1)
f. Target PSCell ID; (1)
g. Target PSCell measurements (1)
h. None
First of all, we agree on bullet c. the latest neighbouring cell measurement results. This will make sense for the subsequent configuration optimization. If CPAC candidate PSCells can be measured, the results can be reported in the latest neighbouring cell measurement results as bullet-b; otherwise, the UE doesn’t need to report the CPAC candidate PSCell ID in bullet-a additionally which is out of the measurement results.
Proposal 18a: For CPAC MRO, the following measurements relevant information is needed:
c. the latest neighboring cell measurement results

Besides, due to immediately reporting of the SCGFailureInformation, it is expected that the network can know the latest CPAC configuration. By comparing the reported measurement results and the stored CPAC configuration, the network can identify whether a measured neighbour cell was configured as a CPAC candidate or not. The UE is not needed to include bullet d related information as the measurement relevant information.
In Rel-17 classic PSCell change case, the intra-SN PSCell change is transparent to the MN. The UE need report the source and target PSCell information. In this way, the MN can decide the right SN node responsible for the SCG failure. However, in CPC, the MN is always aware of the occurrence of the CPC no matter whether it is intra- or inter-SN CPC. Correspondingly, when the MN receives the SCGFailureInformaiton, it will definitely know the initiating node for the SCG failure. Besides, as showed in the flow in the above section, it is known that the UE has reported the selected target candidate PSCell to the MN. Taking into consideration the previous discussion, bullets e, f and g are not needed.
Proposal 18b: For CPAC MRO, the below measurements relevant information is NOT needed:
a. CPAC candidate PSCells identity
b. Candidate PSCell measurement results
d. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not
e. Source PSCell info (cell ID and measurements)
f. Target PSCell ID
g. Target PSCell measurements
h. None

2.2.5 Others
For further discussion:
Proposal 17: For CPAC MRO, RAN2 discuss which below information is needed:
a. the MCG timers such as t310 and t312 values if they are running
b. RLF retransmission counter value
c. one indication that before PCell handover, CPA/CPC configuration has received but not executed or the time difference between the CPA/CPC configuration and PCell handover
d. Success PSCell change/addition cause value (e.g., t304, t310, t312 cause, etc.)
e. None
In our understanding, all the information is for the case which mixes MCG failure/handover or successful CPAC case. We prefer to down-select the discussion on the above information.
Proposal 19: For CPAC MRO, RAN2 deprioritizes the discussion of the below information:
a. the MCG timers such as t310 and t312 values if they are running
b. RLF retransmission counter value
c. one indication that before PCell handover, CPA/CPC configuration has received but not executed or the time difference between the CPA/CPC configuration and PCell handover
d. Success PSCell change/addition cause value (e.g., t304, t310, t312 cause, etc.)
e. None

2.3 MDT override
[bookmark: _Hlk47445522]2.3.1 Priority handling in inter-RAT MDT override
Since solution 2 is finally chosen, we need to note that the inter-RAT MDT override issue is different to intra-RAT, where the MDT measurement priority between NR and LTE should be further considered. Without the priority handling mechanism, for example, if a UE is configured with logged MDT in LTE and then travels to an NR cell, the NR network has to wait to configure NR logged MDT configuration until the LTE measurement is done and all the results are fetched. In this case, the valid UE to perform logged MDT in NR will be significantly declined.
Observation 7: By adopting solution 2 in inter-RAT scenario, the available measurement resource will be declined without priority handling.

To achieve inter-RAT MDT priority handling, we think at least the priority should be integrated into the logged MDT configuration. For example, when the NW determines the logged MDT configuration for a specific UE, the NW side also evaluates the urgency degree of this MDT measurement. If the UE is in an urgent MDT measurement task, the NW side would not like the configured MDT to be override by another RAT. Thus, we think an extra indicator should be included in the MDT configuration, to inform the UE that this MDT measurement task should be prior completed. Further, this indicator can be a quantized value. Then when the UE connects to the cell of other RATs and if the pre-configured MDT with high priority is not finished, the UE can indicate the NW the pre-configured MDT cannot be override, or even indicate the quantized priority value, to help judge whether the pre-configured MDT can be override via priority comparison.
By introducing the above inter-RAT MDT priority, the measurement resource can achieve balance between different RATs. However, this also needs extra consideration in RAN3 aspects, we’ d like to send an LS to RAN3 about the MDT priority consideration.
Proposal 20: By introducing the inter-RAT MDT priority, the measurement resource can achieve balance between different RATs.
Proposal 21: RAN2 to send an LS to RAN3, to inform the consideration about the inter-RAT MDT priority.

2.3.2 Loss of the logged MDT reports
According the current specification, when a UE moves between different types of network, e.g. from an SNPN network to PN, the UE shall deregister from the previous SNPN network. In this case, if there are any collected MDT measurement results in the previous SNPN network, the results shall be deleted after deregistration, which leads to the waste of UE measurement resource.
Observation 8: Movement between different types of network can lead to loss of the logged MDT reports.

In general, there are two directions to solve the above issue, which are listed as the follows.
· Direction 1: UE based solution. The main concern of direction 1 is that before deregistration, the UE should initiatively report the collected MDT measurement results. For example, the UE can in advance enter RRC_Connected and inform the NW that there are available measurement results and may be deleted soon due to deregistration. On the other hand, the UE can also store the MDT results for a period of time, even after the deregistration, and thus is able to report if the UE re-enter the previous network. However, the above-mentioned UE based solutions shall introduce extra energy consumption and storage costs.
· Direction 2: NW based solution. In this case, before the UE deregistration, the NW should in advance trigger the UE to enter RRC_CONNECTED and collect measurement results in time. However, this shall also introduce extra energy consumption and signalling cost.
Overall, we think there could be either UE based or NW based potential solutions to the announced issue from RAN3, while some extra energy consumption, signalling and storage costs may also be introduced.
Proposal 22: RAN2 to further discuss the potential solutions while take care of the consequent costs.

3	Conclusion
In this paper, we discuss miscellaneous enhancements for fast MCG recovery MRO, CPAC and MDT override, we have the following observations and proposals:
Fast MCG recovery MRO:
Observation 1: Legacy MRO mechanism cannot cope with the cases c, d, e, f2 and g of fast MCG recovery.
Proposal 1: RAN2 should wait for RAN3 decision on all these cases c, d, e, f2 and g for MRO for fast MCG recovery.
Observation 2: SCG may be deactivated during T316 running.
Proposal 2: UE includes the following information as RAN3 LS:
· PSCell where SCG failure happened, and
· the cause of the fast MCG recovery failure containing at least:
· T316 expiry, 
· SCG failure, and
· SCG was deactivated or other cases where SCG is not available
SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx) if the cause of the fast MCG recovery is SCG failure  
Proposal 3: In case of MCG recovery failure due to SCG RLF, UE includes the SCG RLF failure type in the RLF report: synchReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailure.
Observation 3: When UE detects SCG failure/deactivation while T316 is running, UE keep T316 running and wait for T316 expiry to initiate RRC re-establishment procedure.
Proposal 4: UE includes the cause “signalling delay” of the fast MCG recovery failure for T316 expiry without SCG RLF/deactivation during T316 running.
Observation 4: Proper T316 setting is critical to make sure that UE is not wasting time to wait for an RRC message that will not arrive.
Proposal 5：Include T316 elapsed time until SCG RLF/deactivation in RLF report for the optimization of T316 timer to enhance the fast recovery MRO.
Proposal 6: UE records fast MCG recovery failure on top of MCG RLF report.
Proposal 7: RAN2 keeps MCG RLF report upon successful fast MCG recovery.
Proposal 8: RAN2 consider fast MCG recovery near failure case and work on new kind of report for the optimization for T316 to avoid the failure of MCG recovery.
Proposal 9: RAN2 support subsequent failure after successful fast MCG recovery to distinguish this type of failure event from “normal” failure event when collecting statistics.
Proposal 10: UE indicates which kind of RAR received from MN via SN, e.g., Hanover command or RRCRelease. If it is handover command, UE indicates the failed target Cell ID.
Proposal 11: RAN2 support CHO based recovery failure after fast MCG recovery failure to correlate the related failure events due to the same inappropriate CHO configuration.
Proposal 12: UE include the CHO config for MRO analysis of too late CHO and CHO based recovery in addition. 
Observation 5: SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism. 
Proposal 13: RAN2 support the initiation failure case of fast MCG recovery to enable the coordinated MRO analysis and joint optimization of both MCG and SCG.
Proposal 14: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) to indicate the cause of initiation failure in the RLF report.

CPAC:
Observation 6: The MN can derive the time in bullets a~e:
a. The time elapsed between reception of CPAC configuration and the CPAC execution
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
e. timeSinceCPACReconfig
Proposal 15: For CPAC MRO, the time information below is NOT needed to be reported by UE:
a. The time elapsed between reception of CPAC configuration and the CPAC execution
b. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
e. timeSinceCPACReconfig
Proposal 16: For CPAC MRO, the information is NOT needed by explicit indication from UE:
a. Information to differentiate CPA and CPC
b. Information to differentiate SN or MN initiated CPAC procedure
Proposal 17a: For CPAC MRO, the triggering event information is needed as indicated in RAN3 LS::
a. The time elapsed between the two CPAC execution events e.g., A3 and A5
b. The first fulfilled event e.g., A3 or A5
Proposal 17b: For CPAC MRO, the triggering event information is NOT needed:
c. The latest configured CPAC configuration including the CPAC execution condition(s)
d. CPAC execution condition(s) fulfilled
e. indication whether UE had stored intra-SN CPC configuration at the time of SCG failure
f. an indication regarding target cells that were previously reported to the network but not part of the received CPC configurations
g. None
Proposal 18a: For CPAC MRO, the following measurements relevant information is needed:
c. the latest neighboring cell measurement results
Proposal 18b: For CPAC MRO, the below measurements relevant information is NOT needed:
a. CPAC candidate PSCells identity
b. Candidate PSCell measurement results
d. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not
e. Source PSCell info (cell ID and measurements)
f. Target PSCell ID
g. Target PSCell measurements
h. None
Proposal 19: For CPAC MRO, RAN2 deprioritizes the discussion of the below information:
a. the MCG timers such as t310 and t312 values if they are running
b. RLF retransmission counter value
c. one indication that before PCell handover, CPA/CPC configuration has received but not executed or the time difference between the CPA/CPC configuration and PCell handover
d. Success PSCell change/addition cause value (e.g., t304, t310, t312 cause, etc.)
e. None

MDT override:
Observation 7: By adopting solution 2 in inter-RAT scenario, the available measurement resource will be declined without priority handling.
Observation 8: Movement between different types of network can lead to loss of the logged MDT reports.
Proposal 20: By introducing the inter-RAT MDT priority, the measurement resource can achieve balance between different RATs.
Proposal 21: RAN2 to send an LS to RAN3, to inform the consideration about the inter-RAT MDT priority.
Proposal 22: RAN2 to further discuss the potential solutions while take care of the consequent costs.
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.5.7.3b.5 T316 expiry-
The UE shall: «
1> if T316 expires: «

2> initiate the connection re-establishment procedure as specified in 5.3.7.«
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.5.35562 Reconfiguration with sync.
The UE shall perform the following actions to execute a reconfiguration with sync. -
1> stop timer T430 if running; «

1> start timer T430 with the timer value set to ntn-UlSyncValidityDuration from the subframe indicated by
epochTime, if included in the reconfigurationWithSync for serving cell; »

1> if the AS security is not activated, perform the actions upon going to RRC_IDLE as specified in 5.3.11 with the
release cause 'other' upon which the procedure ends; +

1> if no DAPS bearer is configured: -

2> stop timer T310 for the corresponding SpCell, if running;

1> if this procedure is executed for the MCG: »
2> if timer T316 is running; -
3> stop timer T316;

3> clear the information included in VarRLF-Report, if any:;

2> resume MCG transmission, if suspended.
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