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1	Introduction
[bookmark: _Ref178064866]In this paper we discuss the following objectives in the Rel-18 XR WID [1]:
	-	BSR enhancements including at least new BS Table(s); (RAN2);
-	Delay reporting of buffered data in uplink; (RAN2);



2	Discussion on BSR enhancements for XR
One of the WI goals is to introduce additional BS tables to ensure more accurate BSR reports are sent to the network. BS reports become more inaccurate, the higher the index is reported. 
The following considerations should be taken into account when deciding how to create the additional BS tables: 
· Only specific value ranges may need to be closely monitored and have a more accurate report. 
· Traffic and its characteristics may vary with time. Video frames are a typical example. Different frame types (e.g. I-frames and P-frames) are characterized by rather different sizes and variance. In addition, rate adaptation can also change the characteristics even for the same type of frame. This results in that there will be a need to cover various non-consecutive ranges.  
· The importance of the accuracy may be network dependant. Networks with very high spare capacity might not be concerned about having accurate values, while those networks with limited capacity may need much more accurate reports.
· [bookmark: _Hlk134609163]The specific ranges that may need to be covered is also dependent on the typical buffer size which is impacted by other traffic services running and network and UE features deployed.
2.1	Buffer reporting
2.1.1	Tables creation: Static and RRC-based
Three different options to create tables were discussed in RAN2: static tables, RRC-based tables, or both static and RRC-based tables. 
If static tables are introduced so that the tables are pre-loaded at the UE, these tables will need to cover the full BS value range since any specific part of the range may be wanted. The maximum BS value range for the 5-bit BS table is currently 150 000 bytes while it is 81 338 368 bytes for the 8-bit BS table. 
If a network wants a maximum inaccuracy of 40 bytes, 3750 indexes are needed which results in the need of 118 tables each having 32 indexes. If inaccuracy would be 100 bytes or 200 bytes, 47 and 24 tables, respectively, would still be needed. When this is applied to the 8-bit BS table, it would result in up to approximately 1600 tables with a 200 bytes inaccuracy. 
Through simulations it can be investigated what BS table accuracy levels that is needed to get performance improvements. Figure 1 show the results of such evaluations where it can be seen that a smaller BS step size improve the network performance by reducing the padding in transmissions and thus free up resources that can be used to support more eMBB users. Every reduction in step size significantly improves how much eMBB data that is possible to serve. Even when reducing from a small step size of 500 bytes to 100 bytes a noticeable gain can be seen.
[image: ]
[bookmark: _Ref134455149]Figure 1 – XR capacity at various eMBB load points with different BS table step sizes (in bytes). With a target XR capacity of 90% satisfied users the served eMBB load can be almost four times higher when going from 2000 to 100 byte step size.

There is a tight connection between the minimum size value, the maximum size value, the step, and the number of indexes in the table, and a trade-off between all these parameters will be needed when deciding static tables. Simple solutions to create static tables would be to decide on a maximum and minimum size, and a certain step size, and then create as many tables needed to cover the given range. A second more elaborated and complex option would be to create multiple combinations of minimum and maximum buffer size and step sizes. 
Regardless of the solution taken to create static tables, it is likely that the number of pre-defined tables is rather large. In addition, the UE would need to report the table index which it is using at any given time. This would also require adding many bits to indicate the table index unless additional solutions are introduced such as the NW configuring the UE with a limited set of table indexes to be used. But then, it is questionable the gain of having any static tables when RRC would still be needed. 
Static tables have, therefore, several drawbacks: 
· Trade-off between buffer size range, granularity, and number of created static tables which results in that the gains may be limited due to the non-flexible and sub-optimal solutions.
· Network conditions are not considered,
· Many tables are needed to cope with different range and accuracy combinations 
· Many bits to indicate the table index (in addition to the BS index) i.e. considerable overhead; or more elaborated solutions may be needed to cope with the overhead.
The above disadvantages are removed by having RRC-based BS tables. RRC can provide the configuration to build each BS table. Each of these configurations can then focus on a buffer range having an accuracy the network wishes to have in such range. This allows the needed flexibility so that the NW can build tables considering the network conditions, the network configuration, and the specific traffic characteristics. RRC-based BS creation is very simple mechanism to create BS tables while it allows much more flexibility at a very low overhead than fixed tables.

[bookmark: _Toc134716766]Introduce RRC-based BS tables i.e. the NW provides a configuration for the UE to build additional BS tables

Having RRC-based BS tables allows the possibility to configure a limited set of tables (e.g. 1 to 4) to address the cases in which different buffer size ranges need to be cover and these ranges cannot be achieved by one single table. A larger range with the same step size or number of indexes would result in lower accuracy.
The number of tables to configure will depend on the network as well as the traffic characteristics of the different XR flows. However, a reasonable limit should be set as the table indexes may need to be reported by the UE too. Thus, 1, 2 or 4 tables per LCG should be considered. The specific value should be decided considering the BSR formats and could be different for short BS table and long BS table. 

[bookmark: _Toc134716767][bookmark: _Ref134024928]NW may configure 1 table for the newly defined Short BSR.
[bookmark: _Toc134716768]It is preferable that the NW can configure more than one table per LCG for the newly defined long BSR. Value to be selected depending on the BSR format (see Section 2.3)

2.1.2	BSR and BS table configuration
The network can provide via RRC the information elements to build each of the tables. This information is: BS table type, table index, initial value (bytes), highest value (bytes), and optionally the step size. If the step size is explicitly indicated, it could result in that all the indexes are not assigned to a buffer size range. There is no issue with that, the UE would just simply not utilize or report them.
When the UE builds the tables, it would calculate the step size, if not provided by the network, and would start assigning each BS index with a value range. The first index would indicate a range equal to the initial value and limited by the initial value plus the step size. This is exemplified in the table below (Figure 2) in which an initial value of 1000 bytes was indicated, and the step size was 40 bytes.  

[image: ]
[bookmark: _Ref134020740]Figure 2 – Example of a new BS table

[bookmark: _Toc134716769]BS tables are defined by: an index, min value, max value, and stepSize.
[bookmark: _Toc134716770]If stepSize is not provided, the UE calculates the step size as the (max value – min value) / (nr of indexes in the BS table)
[bookmark: _Toc134716771]Tables are built as exemplified in Figure 2:
For BS index 0, BS value is defined by:
[ ≥ min value & ≤ min value x (stepSize x (BS index + 1)
For next BS indexes, BS value is defined by [≤ min value x (stepSize x (BS index + 1)]
Until reaching the max value.

As already agreed, to simplify the configuration and implementation, each LCG would be configured to use a set of additional BS tables. This is exemplified in the ASN.1 code below.

MAC-CellGroupConfig ::=             SEQUENCE {
    drx-Config                          SetupRelease { DRX-Config }                                     OPTIONAL,   -- Need M
    schedulingRequestConfig             SchedulingRequestConfig                                         OPTIONAL,   -- Need M
    bsr-Config                          BSR-Config                                                      OPTIONAL,   -- Need M
…

    [[
    bsTablesList-r18  					SEQUENCE(Size (1..maxLCG (8))) of BsTableList    						OPTIONAL,        	
    ]]

BsTableList ::=            SEQUENCE {
	logicalChannelGroupIndex					ENUMERATED (0..maxLCG-ID),
    shortBsTableConfigList						BsTableConfig  				OPTIONAL,
	longBsTableConfigList						SEQUENCE(Size (1..aa)) OF BsTableConfig			OPTIONAL
}

BsTableConfig ::=            SEQUENCE {
	index									INTEGER (0..aa-1),			
	minValue               				    INTEGER (xx..yy),
    maxValue								INTEGER (nn..mm),
 	stepSize								INTEGER (bb..cc)			OPTIONAL
}


[bookmark: _Toc134716772]The NW may associate a LCG with up to “aa” (aa depends on Proposal 2) tables for a new long BSR
[bookmark: _Toc134716773]Adopt the ASN.1 outlined above for the RRC-based BS table configuration.

RAN2 agreed to have linear tables; however, it is not yet decided whether other approaches can be used to create tables. Considering that the goal behind is to minimize the inaccuracy, exponential distributions are not very suitable. The quantization error is very small at the beginning and large as the indexes grow. The lower part of the exponential distribution, which is the only interesting part, could well be defined by a linear distribution with a small step. Thus, we see no benefit to introduce any other type of distribution as it does not offer any additional gain. 
[bookmark: _Toc134716774]Only linear distribution is allowed for BS table creation.

2.1.3	BSR format
New short buffer format
For short BSR, the simplest solution is to allow 1 new table which could be different for each LCG. Since the LCG is reported in the short BSR format, there is no need to indicate the table. When the new BS table is used, the UE would use a newly assigned LCID index (taken from eLCID) for this type of new Short BSR, while the UE would use the legacy Short BSR LCID index (61) to report a buffer size outside of the range covered by the new table. 
[bookmark: _Toc134716775]One new 5-bit BS table can be configured per LCG (as in Proposal 2).
[bookmark: _Toc134716776]The new BSR has the same format as the legacy short BSR.  
[bookmark: _Toc134716777]The LCID index in the MAC subheader to identify this new short BSR should be taken from the eLCID field
[bookmark: _Toc134713259][bookmark: _Toc134713360][bookmark: _Toc134713409][bookmark: _Toc134713763]
[bookmark: _Toc134716778]RAN2 to discuss if more tables can be configured.
New long buffer format
Any new long BSR format should continue reporting the buffer size for those LCGs which do have data in the buffer. There are three questions to resolve: 
· Can multiple BS tables be configured per each LCG? And,
· How many bits the BS report should be, and 
· How to indicate if the UE is using legacy BS table or a new BS table

If only one new table per logical channel group is configured, a new additional byte could be added. Each bit would indicate whether the legacy table (L) is used or the new (N) table is used, as shown in Figure 3. In this example, 2 LGCs would set the L/N flag to “1”, while 1 LCG would set the “L/N” flag to “0” to indicate it is using legacy table.


[bookmark: _Ref134022730]Figure 3 – Table/BS format, option 1

However, having more than 1 new table is quite important as covering different ranges will be needed. Thus, configuring 2 or 4 tables is preferred. In this case, additional bits will be needed to indicate them. An option (option 2) is shown in Figure 4 in which the L/N would mean legacy or new table and an additional 1 or 2 bits, “BS table”, would be taken to indicate the new table index in each new table octet. In the example in Figure 3 the “BS table” consists of 2 bits and thus it can indicate one out of 4 new tables. When the UE sets “L”-bit to zero, it will use 8 bits to indicate the BS size using the legacy 8-bit BS table. In this example, 2 LGCs would set the L/N flag to “1” and would report 6 or 7-bit BS length together with the BS table index. On the other hand, 1 LCG would set the “L/N” flag to “0” to indicate it is using legacy table.



[bookmark: _Ref134022986]Figure 4 – Table/BS format, option 2

While having multiple tables reduces the size of the BS table to 6 or 7 bits, 64 or 128 indexes may be sufficient given the fact that each table should focus on a limited specific range. Therefore, option 2 is better than the first option.
Another option shown in Figure 5, option 3, is to add another byte after the L/N, which would indicate which of two new tables that are used. Option 3 is an alternative to option 2. It allows to indicate at least 2 new tables while still having 8-bit BS fields, at the cost of having 1 extra byte of overhead. In this example, 2 LCGs would set the L/N flag to “1”. For these ones, the T-field would indicate one out of two new tables specific for that LCG with 1 bit. On the other hand, 1 LCG would set the “L/N” flag to “0” to indicate it is using legacy table.



[bookmark: _Ref134610029]Figure 5 – Table/BS format, option 3

Another alternative shown in Figure 6, option 4, is to have 2 bits for each LCG that was configured with new tables, 1 of the values would indicate the legacy table (e.g. 00), while the other 3 values would indicate 1 out of 3 tables which could be configured. The L/N field would only be present for those LCGs which were configured to use new tables. Therefore, the overhead of this solution would still be, for most cases, 1 byte. This option is thus much better as it allows to configure 3 new tables at the cost of only 1 byte even when 4 LCGs are configured with new tables. In Figure 6 the first 2 LCGs have set the L/N flag to the new BS table index while the third LCG have set the “L/N” flag to e.g. “00” to indicate it is using legacy table. If those three LCGs are the only ones with data then only three L/N fields would be present, not all the ones represented in the figure.


[bookmark: _Ref134609841]Figure 6 – Table/BS format, option 4


Summary of the options:
	
	Option 1
	Option 2
	Option 3
	Option 4

	Nr of BS tables
	1 new
	2 new (or 4 new)
	2 new
	3 new

	BS field length
	8 bits
	7 bits (or 6 bits)
	8 bits
	8 bits

	Overhead
	1 byte
	1 byte
	2 bytes
	1 to 2 bytes



From an overhead point of view, option 3 and option 4 are quite similar. In the worst case, both options take 2 extra bytes. However, in reality, all LCGs will not be configured with new tables and all LCGs will not likely have data in their buffer at the same instance. Thus, option 4 will typically present an overhead of 1 byte in normal cases. Another advantage is that with option 4, the NW could configure up to 3 tables for each LCG. 
Considering the advantages as well as the overhead, option 4 and option 2 are the preferable alternatives. 
[bookmark: _Toc134716779]BS format can indicate up to 3 additional 8-bit BS tables (in addition to legacy table)
[bookmark: _Ref134190312][bookmark: _Toc134716780]Select option 4 for the table/BS format. 
[bookmark: _Toc134716781]The eLCID (1 octet) is used to for this new long BSR MAC CE.

2.1.4	BSR operation and triggers
When the BSR is triggered and the UE calculates the total buffer size of the LCG, there may be the cases in which more than one table contains an index which can represent the UE buffer size. When this is the case, the UE should always select the index which 1) returns the smallest difference between the minimum and maximum value of the represented index 2) represents the UE buffer size. 
When the buffer size value is outside the range covered in the different tables i.e. when only one table contains an index which can represent the UE buffer size – which will typically be the legacy table, the UE shall then use the corresponding BS tables and formats. 

[bookmark: _Toc134716782]When multiple tables contain an index which can represent the UE buffer size, the UE shall use the BS table/index that minimizes the index error (smallest different between the minimum and maximum value represented by the index) and represents the UE buffer size.
[bookmark: _Toc134716783]When only one table (including legacy BS tables) contains an index which represents the UE buffer size, the UE shall use the corresponding BS table and format.

Another aspect to discuss is the inter-operation between legacy BSRs and the new BSR reporting. We think that the inter-operation between these 2 BSRs is simple. If the UE is configured with additional tables, the UE always would use the table which will provide the most accurate buffer status information and uses the associated BSR format.
Legacy BSR triggering are considered suitable to meet the QoS requirements. However, it can be investigated if other triggers show additional benefits. On the other hand, XR traffic with high periodicity of data may still benefit from frequent BSR transmissions but this can be accommodated by configuration of frequent periodic BSR. These aspects need to be considered if new triggers are suggested. 
[bookmark: _Toc134716784]Current BSR triggering conditions are the baseline conditions for the new BSR introduced in Section 2.1.  

2.2	Delay reporting
During the Rel18 SI simulations were done showing that adding delay information to the BSR is beneficial for XR capacity by utilizing the information in a delay scheduler [2]. Delay scheduling works by prioritizing users efficiently by utilizing early delay information. This led to the conclusion that some delay information should be reported coupled with buffer data [1]. A suitable place for this is in the BSR as it already contains the buffer size information. However, none of the existing BSR formats can be used for this since there need to be room for the delay information and thus a new MAC CE should be introduced.
[bookmark: _Toc134716785]Delay reporting should also provide buffer information utilizing new defined BS tables.

Claims have been made that only a single value of delay information should be enough to report. However, it can be shown in examples that reporting without any granularity on the time scale will not work well in all scenarios, e.g. when there are several PDU Sets at the same time in the buffer with different time left until deadline (see appendix A for detailed analysis of various time reporting scenarios). It is thus important that delay reporting is introduced on a more granular level than only reporting a single value. It should be noted that XR traffic has high latency requirement and thus data should not reside in the buffer for a very long time or it will anyway be regarded as useless and discarded. It can thus be assumed that there should not be a need for a large number of delay values reported however the exact number can be decided at a later stage depending on the agreement of introducing a new MAC CE. Further as there may be multiple traffic flows with different delay requirements ongoing from a UE the delay reporting should be done per LCG where preferably only LCIDs with similar delay requirements are grouped. This delay granularity increases the overhead of the reporting and thus finding a solution that limits the overhead is preferred. It should be noted that reporting the exact delay value would create a lot of overhead and is thus not practical. 
[bookmark: _Toc134716786]Delay reporting is done by indicating bucket indexes similar as for the buffer status, per LCG. 

2.2.1	Delay reporting configuration
Since delay/latency reporting can be done in a similar fashion to the buffer size reporting procedure, by reporting an index which would indicate a delay range, these delay/latency tables can be configured by the network and indicated via RRC. In this way the granularity can be flexible around the most relevant parts, i.e. the lower indexes indicate a smaller delay range in the table. 
The network could configure the minimum and maximum delay and the steps. For example, a minimum value of 0 and maximum value of 40 ms with 4 steps, would return 4 indexes indication a range in one of them from 0 to <10 ms, another from 10 to <20 ms, and so on. The UE would report the buffer size in each of these latency/delay buckets. Latency/delay buckets could indicate queued time, for instance.
[bookmark: _Toc134716787]Two delay tables per LCG can be configured: one for short delay reporting, another table for long delay reporting.
[bookmark: _Toc134716788]A delay table is defined by: - min value, - max value, and - stepSize.
[bookmark: _Toc134716789]Up to 8 buckets can be configured for long delay reporting. 1 bucket is enough for short delay reporting (see 2.2.3)
[bookmark: _Toc134716790]For long delay reporting, if stepSize is not provided, the UE calculates the step size as the (max value – min value) / (nr of buckets e.g., 8)
[bookmark: _Toc134716791]Delay table is built as:
For index 0, BS value is defined by:
[ ≥ min value & ≤ min value x (stepSize x (BS index + 1)
Second and third index, BS value is defined by [≤ min value x (stepSize x (BS index + 1)]
Last bucket index is defined by ≥ min value x (stepSize x (BS index + 1)] or ≥ max value (if provided)
[bookmark: _Toc134716792]For short delay reporting, min and max value, or min and step size needs to be provided.

MAC-CellGroupConfig ::=             SEQUENCE {
    drx-Config                          SetupRelease { DRX-Config }                                     OPTIONAL,   -- Need M
    schedulingRequestConfig             SchedulingRequestConfig                                         OPTIONAL,   -- Need M
    bsr-Config                          BSR-Config                                                      OPTIONAL,   -- Need M
…

    [[
    DelayTablesList-r18  					SEQUENCE(Size (1..maxLCG (8))) of DelayTableList    						OPTIONAL,        	
    ]]

DelayTableList ::=            SEQUENCE {
	logicalChannelGroupIndex					ENUMERATED (0..maxLCG-ID),
    shortDelayTableConfig						DelayTableConfig  				OPTIONAL,
	longDelayTableConfigList					DelayTableConfig  				OPTIONAL
}

DelayTableConfig ::=            SEQUENCE {
	minValue               				    INTEGER (xx..yy),
    maxValue								INTEGER (nn..mm)			OPTIONAL
 	stepSize								INTEGER (bb..cc)			OPTIONAL
}

[bookmark: _Toc134716793]Adopt the ASN.1 outlined above to configure the delay table.

2.2.2	Delay reporting operation and triggers
As the simulations show [2] early delay information is important for the scheduler to do smart selection of users. Thus the delay information should be reported as early as possible, preferably it is already included in the first BSR that is sent when new data is being reported. Then if data has waited in a while in the buffer and gets closer to deadline new BSR reports should include the updated delay values since this provides network with more accurate updates of the information. The frequency of the BSR reporting could be controlled by periodic BSR configuration or by triggering BSR when buffered data enters different delay buckets where there is not already data. 
[bookmark: _Toc134716794]Delay reporting is triggered when new data enters an empty delay bucket. The buckets which trigger the delay reporting are configured by the network

There are mainly two options of the delay information that has been discussed, either consisting of the delay left until PDB/PSDB expires or the waiting time (i.e. time spent in buffer). Delay left is the most useful metric for the scheduler but not necessarily the metric that needs to be reported. Both waiting time or delay left could work as a reporting solution, either by the UE calculating the delay left if it gets knowledge of the delay target or the delay left can be calculated in the network if it gets knowledge about the waiting time. Since waiting time is a generally applicable metric useful also for other services that doesn’t apply as critical PSDB requirements there are more benefits for selecting such reporting metric. 
[bookmark: _Toc134716795]Delay reporting represents the waiting time for the PDU set since the first packet of the PDU set arrived to the UE buffer.
[bookmark: _Toc134716796]The UE reports the buffer status in each of the delay/latency buckets.

[bookmark: _Ref134189644]2.2.3	Delay reporting format
New short delay reporting
For short delay reporting, it is important to keep the overhead limited. Thus, the simplest solution would apply a similar solution as the legacy short truncated BSR. This would result in that the short delay reporting would indicate the highest priority LCG which has data in a specified bucket (configured by the network). This is the reason why the bucket sizes for short delay and long delay reporting would be different. 
[bookmark: _Toc134716797]A short delay reporting is introduced. Its format is the same as the legacy BSR
[bookmark: _Toc134716798]A short delay reporting indicates the highest priority LCG configured with delay reporting which has data in a bucket configured by the network.
New long delay reporting
It would be ideal that the delay reporting is as similar as possible to the BSR reporting adding, on top, a delay indication e.g., an index. Some companies suggested to report 1 bucket, the most priority one. This solution would require at least 1 bit to indicate if BS report for the bucket is included or not. Adding 1 bit will, in any case, lead to add one extra byte in the format, if the BS format is used as a baseline. Thus, if one extra byte is added, it is better to report all buckets which have data. 
There are multiple possible formats to convey bucket and buffer status. Here we show the formats which comply with that the report should include multiple buckets, an indication of the table, and the buffer size for each of those.

Option 1: 
For each LCG that has been configured with “delay reporting”, when the LCG has data, the reporting will include two fields indicating the presence of the buffer status for a bucket, and the table used for that buffer status. Figure 6 exemplifies how the format would look like when one LCG has been configure with delay reporting format, there are 8 buckets and 3 new tables (+legacy) table can be indicated for each of the buckets. If all buckets would contain data, 8 1-byte BS fields would follow.
For most of the cases, only few LCGs will be configured with delay reporting and that means that in most of the cases, the overhead would be limited to 2 bytes per LCG which was configured with delay reporting. Figure 7 shows an example in which all buckets contain data. However, when a bucket does not contain data the corresponding L/N field would not be present. BS fields would follow after the L/N bits.



[bookmark: _Ref134184178]Figure 7 – Delay reporting format, option 1

Option 2: 
This option is similar as the one above, except that 2 new tables can be indicated. Figure 8 shows an example of this second option. One LCG has been configured with delay reporting with 8 buckets. For each of the buckets, one bit indicates whether the legacy table or the new tables are used L/N-bit, and the BS field would consist of 7-bits adjacent to another bit which would point to 1 of 2 possible tables. In this case, 2 buckets use the new tables, while another bucket is using the legacy table. 
In this case, 2-bytes would be needed. On the other hand, the number of new tables is limited to 2 and the BS length is 7 bits, which is not necessary a problem.



[bookmark: _Ref134185002]Figure 8 – Delay reporting format, option 2

The delay reporting format options is summarized below:
	
	Option 1
	Option 2

	Nr or delay buckets
	8
	8

	Nr of BS tables
	3 new
	2 (or 4)

	BS field length
	8 bits
	7 bits (or 6 bits)

	Overhead
	2-3 bytes
	2 byte



[bookmark: _Toc134716799]One bit is used to indicate the presence of data in a bucket.
[bookmark: _Toc134716800]Adopt option 1:
a. [bookmark: _Toc134716801]1 byte is introduced to indicate 8 buckets.
b. [bookmark: _Toc134716802]BS is reported using Option 4 as in Proposal 15
[bookmark: _Toc134716803]The eLCID (1 octet) is used to for this new long delay reporting MAC CE.

[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 

Based on the discussion in the previous sections we propose the following:
Proposal 1	Introduce RRC-based BS tables i.e. the NW provides a configuration for the UE to build additional BS tables
Proposal 2	NW may configure 1 table for the newly defined Short BSR.
Proposal 3	It is preferable that the NW can configure more than one table per LCG for the newly defined long BSR. Value to be selected depending on the BSR format (see Section 2.3)
Proposal 4	BS tables are defined by: an index, min value, max value, and stepSize.
Proposal 5	If stepSize is not provided, the UE calculates the step size as the (max value – min value) / (nr of indexes in the BS table)
Proposal 6	Tables are built as exemplified in Figure 2: For BS index 0, BS value is defined by: [ ≥ min value & ≤ min value x (stepSize x (BS index + 1) For next BS indexes, BS value is defined by [≤ min value x (stepSize x (BS index + 1)] Until reaching the max value.
Proposal 7	The NW may associate a LCG with up to “aa” (aa depends on Proposal 2) tables for a new long BSR
Proposal 8	Adopt the ASN.1 outlined above for the RRC-based BS table configuration.
Proposal 9	Only linear distribution is allowed for BS table creation.
Proposal 10	One new 5-bit BS table can be configured per LCG (as in Proposal 2).
Proposal 11	The new BSR has the same format as the legacy short BSR.
Proposal 12	The LCID index in the MAC subheader to identify this new short BSR should be taken from the eLCID field
Proposal 13	RAN2 to discuss if more tables can be configured.
Proposal 14	BS format can indicate up to 3 additional 8-bit BS tables (in addition to legacy table)
Proposal 15	Select option 4 for the table/BS format.
Proposal 16	The eLCID (1 octet) is used to for this new long BSR MAC CE.
Proposal 17	When multiple tables contain an index which can represent the UE buffer size, the UE shall use the BS table/index that minimizes the index error (smallest different between the minimum and maximum value represented by the index) and represents the UE buffer size.
Proposal 18	When only one table (including legacy BS tables) contains an index which represents the UE buffer size, the UE shall use the corresponding BS table and format.
Proposal 19	Current BSR triggering conditions are the baseline conditions for the new BSR introduced in Section 2.1.
Proposal 20	Delay reporting should also provide buffer information utilizing new defined BS tables.
Proposal 21	Delay reporting is done by indicating bucket indexes similar as for the buffer status, per LCG.
Proposal 22	Two delay tables per LCG can be configured: one for short delay reporting, another table for long delay reporting.
Proposal 23	A delay table is defined by: - min value, - max value, and - stepSize.
Proposal 24	Up to 8 buckets can be configured for long delay reporting. 1 bucket is enough for short delay reporting (see 2.2.3)
Proposal 25	For long delay reporting, if stepSize is not provided, the UE calculates the step size as the (max value – min value) / (nr of buckets e.g., 8)
Proposal 26	Delay table is built as: For index 0, BS value is defined by: [ ≥ min value & ≤ min value x (stepSize x (BS index + 1) Second and third index, BS value is defined by [≤ min value x (stepSize x (BS index + 1)] Last bucket index is defined by ≥ min value x (stepSize x (BS index + 1)] or ≥ max value (if provided)
Proposal 27	For short delay reporting, min and max value, or min and step size needs to be provided.
Proposal 28	Adopt the ASN.1 outlined above to configure the delay table.
Proposal 29	Delay reporting is triggered when new data enters an empty delay bucket. The buckets which trigger the delay reporting are configured by the network
Proposal 30	Delay reporting represents the waiting time for the PDU set since the first packet of the PDU set arrived to the UE buffer.
Proposal 31	The UE reports the buffer status in each of the delay/latency buckets.
Proposal 32	A short delay reporting is introduced. Its format is the same as the legacy BSR
Proposal 33	A short delay reporting indicates the highest priority LCG configured with delay reporting which has data in a bucket configured by the network.
Proposal 34	One bit is used to indicate the presence of data in a bucket.
Proposal 35	Adopt option 1:
a.	1 byte is introduced to indicate 8 buckets.
b.	BS is reported using Option 4 as in Proposal 15
Proposal 36	The eLCID (1 octet) is used to for this new long delay reporting MAC CE.
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Appendix A
Shown in this appendix is a number of examples on how different delay information will possibly impact the scheduling. The scenarios use only two UEs with different traffic arrival. The packet delay requirement (PDB) and traffic periodicity changes between scenarios. Different solution for delay information reporting is utilized in the different scenarios. For simplicity constant bitrates is assumed, i.e. the same amount of resources is scheduled every time slot.

Scenario 1, PDB=2: No delay information
[image: Graphical user interface, application

Description automatically generated]

Scheduling taking place at t=2 is not optimal since no delay information is available (a round robin scheme is utilized).


Scenario 1, PDB=2: Single value delay information
[image: ]
Scheduling with delay information make it possible for the scheduler to utilize delay scheduling and make the correct decision in t=2.

Scenario 2, PDB=3: No delay information
[image: Graphical user interface, application

Description automatically generated]
In a more complicated scenario (e.g. higher periodicity, jitter, congestion) multiple packets simultaneously will exist in the buffer and without delay information more packets risk to miss the deadline target.


Scenario 2, PDB=3: Single delay information
[image: Graphical user interface

Description automatically generated]
With a single delay value reported the scheduler can improve the situation also in the complicated scenario but still risk to make the incorrect decision (t=4) since it doesn’t know that the packets belonging to another PDU Set should belong in a different delay bucket.

Scenario 2, PDB=3: Delay buckets
[image: Graphical user interface

Description automatically generated]
With a delay bucket solution the scheduler can get the delay granularity to take the optimal decision at all time instances.
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