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1. Introduction
Data collection for AIML was discussed in RAN2-121 [1] and an initial data collection framework comparison table was agreed in [2]. In RAN2-121bis-e, the topic was discussed further, and it has been agreed [3]: 

· P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 

· P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 

· P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.

· P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 

- Model sidedness (UE side, NW side, two sided) FFS 

- Use case mapping FFS

· P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.

In this contribution, we provide further input regarding the data collection frameworks that have already been identified.
2. Discussion

General aspects

As already discussed in RAN2 and captured in the table in [2], the different data collection frameworks have different purposes, capabilities, and limitations. 
Let’s discuss the UE Assistance information first as we think that it is quite different from the other mechanisms discussed above as it is not a reporting or a data collection mechanism as such but rather a mechanism to communicate UE preferences and conditions. Thus, it will be natural to extend the UAI to facilitate/optimize AI/ML related data collection based on UE conditions and preferences. 

There are different types of UEs with different capabilities supporting different levels of AI/ML features and functionalities. The resources (both radio and computation) needed for AI/ML operation may also be time varying and dependent on other traffic/operations active at the UE at any given time. As such, ways for the UE to dynamically report its status for computation resources that it can allocate to AI/ML operations and the inference latencies that it can tolerate will be useful for AI/ML operations.

Observation 1: Training and deployment of an AI/ML model at the UE is conditional on the capabilities and computational resources available at the UE.

Proposal 1: RAN2 to study extending UAI to enable the UE to communicate AI/ML related UE conditions and preferences (e.g., available computational resources, latencies for AI/ML related operations, etc.). 

Comparing the mechanisms for CONNECTED mode (RRM measurements, CSI reporting) versus those for IDLE/INACTIVE (logged MDT, early measurements), the mechanisms for CONNECTED state provide the most flexibility/capability and we think should be prioritized in the discussion of data collection framework for AI/ML. For example:

· CONNECTED UEs can be configured with detailed and dedicated measurement configurations, which can be updated easily during mobility.

·  IDLE/INACTIVE UEs can be configured only with limited dedicated configuration (e.g., in RRC Release) and this configuration may not be applicable after the UE has performed cell re-selection. Some information can be provided via SIB that can be used after cell re-selection, but that will lead to too much signalling overhead and cannot be done in a dedicated manner. If training is required during IDLE/INACTIVE, it may require the UE to be stationary (or at least at low mobility state).

· Enhancing the IDLE/INACTIVE mechanisms to perform/log more frequent/detailed measurements may go against the main objective of transitioning the UEs to IDLE/INACTIVE, which is UE power saving.

· Measurements collected/reported in CONNECTED state can be readily used for all LCM purposes (e.g., offline/online training, model selection/activation/deactivation, model monitoring, etc.), while those in IDLE/INACTIVE mode are mainly suitable for offline training.
Early measurement reporting is further limited for AIML data collection (compared to logged MDT), as early measurement reporting (if used as in legacy) reports only the last/latest measurements (i.e., only one measurement results for a given cell) that were taken by the UE before the UE transitions to CONNECTED state (i.e., measurements taken at the time of the idle measurement duration expiry while the UE is in IDLE/INACTIVE, or latest measurements if the UE stays in IDLE/INACTIVE for less than idle measurement duration). As such, it is not suitable for any of the LCM purposes.

Observation 2: Measurements performed/reported in IDLE/INACTIVE state have limited LCM use case (e.g., offline training) as compared to measurements performed in CONNECTED state (e.g., model inference, offline/online training, model monitoring, model selection/activation/deactivation, etc.,)

Observation 3: There are limitations on the level of enhancements to be made to measurements performed/logged in IDLE/INACTIVE state, as considerations must be made regarding UE power utilization and on how detailed/dedicated configuration can be provided.

Observation 4: Early measurement reporting have further limitation as compared with logged MDT, as it is used to report only one measurement result per measured cell, which is taken by the time the idle measurement duration expires or the UE transitions to CONNECTED state. 
For immediate MDT, UE can be configured (while in CONNECTED state) to include location information in the measurement reports, if available at the UE. As such, immediate MDT may be useful for positioning use case if the AIML model is residing at the gNB (at least for monitoring and offline training purposes). However, the LPP framework is more suitable for positioning if the model resides at the LMF or the UE. 
Observation 5: Immediate MDT can be useful for the positioning use case if the AIML model resides at the gNB (at least for monitoring and offline training purposes). However, the LPP framework is the most suitable for the case where the AIML model is at the LMF or the UE.
Based on the discussion above, we propose the contents of table 1 to be added to the data collection table that was captured in [2].

Table 1: LCM applicability for the different data collection frameworks

	
	Inference
	Monitoring
	Offline Training

	Logged MDT
	Not applicable
	Could be applicable (e.g., UE based monitoring)
	Applicable

	Immediate MDT
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).

	L3 measurements
	Applicable
	Applicable
	Applicable

	L1 measurement (CSI reporting)
	Applicable
	Applicable
	Applicable

	UAI
	Not applicable
	Not applicable
	Not applicable

	Early measurements
	Not applicable
	Not applicable
	Not applicable

	LPP
	Applicable
	Applicable
	Applicable


Proposal 2: RAN2 to endorse table 1 as a starting point for the LCM applicability consideration of the different data collection frameworks. 

Among the frameworks that are identified to be applicable for all the considered LCM use cases (i.e., L3 measurements, L1 measurements, LPP), RAN2 is the WG that is responsible for L3 measurements and LPP, while CSI reporting/measurement related enhancements for data collection must be done by RAN1 (or in collaboration between RAN1 and RAN2). Thus, starting the discussion for data collection enhancements for AI/ML with L3 measurements and LPP seems to be the most reasonable way forward.

Observation 6: RAN2 is the main WG responsible for L3 measurements and LPP while CSI-RS configuration/reporting is mainly a RAN1 topic.

Considering the above observations, we propose: 
Proposal 3: For data collection enhancements for AI/ML, RAN2 to prioritize the discussion on enhancements to RRM measurements and LPP. 

Enhancements to L3 measurements 
In a network/UE that utilizes AI/ML based functions, it is essential to have substantial and relevant data available for model training and performance monitoring. 

The current RRM/MDT framework of NR has the following shortcomings in the context of AI/ML model training and performance monitoring:

· Measurement logging is not supported in CONNECTED state.
· Due to the beam consolidation that considers only a certain number of best beams of a given cell (e.g., beams with a radio quality above a certain threshold), there is no possibility to “track” a beam’s quality over a certain duration.

· Logging every sample of measured beam/cell or even the L3 filtered measurements is impractical (e.g., memory requirements at the UE), and most of the logged data may not event be relevant to the task at hand.

· Measurements performed for RRM purposes may not be sufficient for model training or performance training purposes, as the network is likely to configure the UE with as little measurements as possible that is expected to be sufficient for normal operations (e.g., UE configured to measure only a handful of neighbour cells/frequencies).

· If extensive logging is made by the UE, most of the logged data may not be relevant for model training or performance monitoring. For example, for performance monitoring, only measurements that were performed some duration before and after an action is taken (e.g., starting to use AI/ML model/functionality, model switching, fallback to legacy operations, etc.,) may be sufficient.   

Observation 7: Current RRM/MDT framework is not sufficient for the purposes of AIML model training and performance monitoring (e.g., no logging support in CONNECTED mode, not possible to track a certain beam, impractical to log every sample, measurements needed for RRM may be different from measurements needed for model training/performance monitoring, etc.,)

The first issue that is needed to be addressed is to enable logging for CONNECTED state. One way to achieve this is to extend the current RRM framework, where a measurement object can be associated with a logging configuration. That way, all the functionalities that are currently available for periodic and event-based measurement reporting can be easily adapted to measurement logging in CONNECTED state.
Proposal 4: RAN2 to study measurement logging in CONNECTED state. 

Another issue that was identified above is that current RRM measurement reporting is mainly targeted to cell level measurements. Even though beam measurements can be included in measurement reports, currently there is no way to configure the UE to log the measurement of only a particular beam or a given subset of beams (without forcing the UE to log every beam, as the best beam may change from time to time), which may be desirable for beam related AIML LCM functionalities (e.g., model monitoring, training, etc.,). 

Proposal 5: RAN2 to study the measurement logging of a particular beam or set of beams of a given serving or neighbour cell (e.g., beam index(es)).

· Logging every sample of measured beam/cell or even the L3 filtered measurements is impractical (e.g., memory requirements at the UE), and most of the logged data may not event be relevant to the task at hand.

· Measurements performed for RRM purposes may not be sufficient for model training or performance training purposes, as the network is likely to configure the UE with as little measurements as possible that is expected to be sufficient for normal operations (e.g., UE configured to measure only a handful of neighbour cells/frequencies).

· If extensive logging is made by the UE, most of the logged data may not be relevant for model training or performance monitoring. For example, for performance monitoring, only measurements that were performed some duration before and after an action is taken (e.g., starting to use AI/ML model/functionality, model switching, fallback to legacy operations, etc.,) may be sufficient.   

Frequent and continuous logging will impact both UE battery and memory utilization. On top of that, certain measurements (E.g., inter-frequency/inter-RAT measurements that require measurement gaps) may also have impact on UE throughput. Thus, it is desirable to activate/deactivate the measurement logging and even also performing some of the measurements (i.e., measurements that are associated with only the logging and not needed for RRM purposes) on a need basis. This, for example, could be achieved by starting/resuming the logging (and logging related measurements, if not needed for RRM) for a certain duration before a UE action is taken or anticipated to be taken (e.g., starting to use AI/ML model/functionality, model switching, fallback to legacy operations, etc.,) and stopping/pausing the logging (and logging related measurements) a certain duration after a UE action is taken.

Proposal 6: RAN2 to study the starting/stopping of measurement logging based on configured conditions/triggers (e.g., the triggering of or anticipation of AI/ML related UE actions). 

4. Conclusion
In this contribution, the issues of data collection enhancements for AI/ML were discussed, and the following observations and proposals were made:

Observation 1: Training and deployment of an AI/ML model at the UE is conditional on the capabilities and computational resources available at the UE.

Observation 2: Measurements performed/reported in IDLE/INACTIVE state have limited LCM use case (e.g., offline training) as compared to measurements performed in CONNECTED state (e.g., model inference, offline/online training, model monitoring, model selection/activation/deactivation, etc.,)

Observation 3: There are limitations on the level of enhancements to be made to measurements performed/logged in IDLE/INACTIVE state, as considerations must be made regarding UE power utilization and on how detailed/dedicated configuration can be provided.

Observation 4: Early measurement reporting have further limitation as compared with logged MDT, as it is used to report only one measurement result per measured cell, which is taken by the time the idle measurement duration expires or the UE transitions to CONNECTED state. 
Observation 5: Immediate MDT can be useful for the positioning use case if the AIML model resides at the gNB (at least for monitoring and offline training purposes). However, the LPP framework is the most suitable for the case where the AIML model is at the LMF or the UE.

Observation 6: RAN2 is the main WG responsible for L3 measurements and LPP while CSI-RS configuration/reporting is mainly a RAN1 topic.

Observation 7: Current RRM/MDT framework is not sufficient for the purposes of AIML model training and performance monitoring (e.g., no logging support in CONNECTED mode, not possible to track a certain beam, impractical to log every sample, measurements needed for RRM may be different from measurements needed for model training/performance monitoring, etc.,)

Proposal 1: RAN2 to study extending UAI to enable the UE to communicate AI/ML related UE conditions and preferences (e.g., available computational resources, latencies for AI/ML related operations, etc.). 
Proposal 2: RAN2 to endorse table1 as a starting point for the LCM applicability consideration of the different data collection frameworks. 

	
	Inference
	Monitoring
	Offline Training

	Logged MDT
	Not applicable
	Could be applicable (e.g., UE based monitoring)
	Applicable

	Immediate MDT
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).
	Could be applicable.


(e.g., for positioning use case where the model is at the gNB).

	L3 measurements
	Applicable
	Applicable
	Applicable

	L1 measurement (CSI reporting)
	Applicable
	Applicable
	Applicable

	UAI
	Not applicable
	Not applicable
	Not applicable

	Early measurements
	Not applicable
	Not applicable
	Not applicable

	LPP
	Applicable
	Applicable
	Applicable


Proposal 3: For data collection enhancements for AI/ML, RAN2 to prioritize the discussion on enhancements to RRM measurements. 

Proposal 4: RAN2 to study measurement logging in CONNECTED state.
Proposal 5: RAN2 to study the measurement logging of a particular beam or set of beams of a given serving or neighbour cell (e.g., beam index(es)).

Proposal 6: RAN2 to study the starting/stopping of measurement logging based on configured conditions/triggers (e.g., the triggering of or anticipation of AI/ML related UE actions).
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