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1 Introduction
RAN2 agreements in RAN2#121be are given as below:

	1. Extend the previously endorsed table with 3 columns: Inference, Monitoring and Training, and explain in free text the applicability of the data collection method to the LCM purpose and the use case(s).

2. P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 

3. P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 

4. P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.

5. P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 

- Model sidedness (UE side, NW side, two sided) FFS 

- Use case mapping FFS

6. P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.
7. Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 


In this paper, we will give the assumption of data collection and analyse the identified frameworks per LCM purpose.
2 Discussion
2.1 The assumption for data collection
Data collection is the foundation of other functions like model training, model inference and model monitoring. We reached some common views for data collection. The requirements of data collection may generally include a) The content of the data, b) The data size, c) Latency, periodicity, d) Configuration-related requirements. And those requirements may different for different use cases and different purpose (e.g., model training, model inference, model monitoring). Since the data collection requirements is still under discussion in RAN1, RAN2 should wait for their conclusion and evaluate current existing data collection frameworks.
For uplink data collection, we think some data that needs to be collected may have already been reported via current data frameworks. The case also exists in RAN3 data collection topic. According to RAN3 conclusion, those data should be kept in original data collection procedure. Maybe RAN2 can achieve the similar assumption with RAN3 firstly. And considering different data collection requirements may exist, some enhancement to current data collection framework can be considered to satisfy those new requirements like short reporting periodicity or low latency.

Proposal 1: For uplink data collection, the data that has already been reported via existing data collection framework should be kept in original procedure, i.e., reuse legacy framework as much as possible. And further enhancement can be considered.
For the data that is newly needed to be collected for AI/ML function, based on the related data collection requirements (which will be confirmed by RAN1), RAN2 can firstly evaluate whether it can be satisfied by current data collection framework. It not, RAN2 should considers whether some enhancements to existing framework can fulfill the requirements. If none of the above methods work, RAN2 should consider to design new data collection framework. 
Proposal 2: For uplink data collection, the data that is newly collected for AI/ML function can be delivered via legacy framework or new data collection framework based on the related data collection requirements.
As all the current data collection framework in RAN are used for transfer data from UE to NW. There is no data transfer from NW to UE. However, for some cases like UE sided model in CSI compression, the UE may need to obtain data from NW for model training. Thus the data collection from NW to UE should also be considered.
If UL data collection is clear, it is possible that the data or signaling radio bearer that UL data collection used can be reused by DL data collection. The procedure for DL data collection may similar with the procedure for UL, unless there exists some exceptional cases which needs more analysis. Thus, RAN2 should study the commonalities and differences of data requirements among UL data collection and DL data collection based on RAN1 input.
Proposal 3: For downlink data collection, the framework for UL data collection can be considered as baseline.
2.2 Analysis of existing data collection framework

We briefly analyze the applicability of existing data collection frameworks to different LCM purposes (i.e., model inference, model monitoring and offline model training) according to E2E latency and payload size, and list the analysis in below table.

Table 2.2-1. The applicability of data collection frameworks to different LCM purposes
	
	…
	Inference
	Monitoring
	Training(offline)

	Logged MDT
	…
	· Longer and uncontrollable E2E report delay
· May not suitable for model inference
	· Longer and uncontrollable E2E report delay
· May not suitable for model monitoring
	· Longer and uncontrollable E2E report delay

· Suitable for offline model training

· Can apply to all the three use cases

	Immediate MDT
	…
	· Relative lower E2E delay but with event triggered or periodic triggered report
· May not suitable for model inference
	· Relative lower E2E delay and event triggered or periodic triggered report
· May suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	L3 measurements
	…
	· Relative lower E2E delay but with event triggered or periodic triggered report
· May not suitable for model inference
	· Relative lower E2E delay and event triggered or periodic triggered report
· May suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	L1 measurement (CSI reporting)
	…
	· Lowest E2E delay and near to PHY
· Suitable for model inference

· Can apply to CSI use case
	· Lowest E2E delay and near to PHY
· Suitable for model monitoring

· Can apply to CSI use case
	· Lowest E2E delay and size limited
· May not suitable for model training

	UAI
	…
	· Low E2E delay and controllable and aperiodic report
· Suitable for model inference

· Can apply to all the three use cases
	· Low E2E delay and controllable and aperiodic report
· Suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	Early measurements
	…
	· Longer E2E report delay and uncontrollable report delay
· May not suitable for model inference
	· Longer E2E and uncontrollable report delay
· May not suitable for model monitoring
	· Longer E2E report delay

· Suitable for offline model training

· Can apply to all the three use cases

	LPP
	…
	· Can be used for positioning use case
	· Can be used for positioning use case
	· Can be used for positioning use case


Proposal 4: The above analysis listed in the data collection table can be considered for further discussion. 
As for maximum payload size per reporting, we found that the same value applies for most of the existing data collection frameworks (i.e., less than 9kbyte) expect for L1 measurement (CSI reporting) (i.e., less than 1706bit in PUCCH, less than 3840bit in PUSCH).
Actually, it is the limitation of maximum RRC message size. All the current data collection frameworks report data via CP signaling. Thus no matter collected data is carried in RRC signaling directly or via container in RRC signaling, the maximum size per reporting is 9kbytes.
From our perspective, how to support large data report without much impact to control signaling should be considered.
Proposal 5: The method to support large data report without much impact to control signaling should be considered.
3 Conclusion

In this contribution we discussed the assumptions for data collection and try to give some analysis on current data collection frameworks, and made the following proposals:
Proposal 1: For uplink data collection, the data that has already been reported via existing data collection framework should be kept in original procedure, i.e., reuse legacy framework as much as possible. And further enhancement can be considered.
Proposal 2: For uplink data collection, the data that is newly collected for AI/ML function can be delivered via legacy framework or new data collection framework based on the related data collection requirements.
Proposal 3: For downlink data collection, the framework for UL data collection can be considered as baseline.
Proposal 4: The above analysis listed in the data collection table can be considered for further discussion. 
Proposal 5: The method to support large data report without much impact to control signaling should be considered.
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