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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN2#121bis-e meeting, the following agreements were reached regarding the data collection solutions for AI purposes.
	[bookmark: OLE_LINK113]Extend the previously endorsed table with 3 columns: Inference, Monitoring and Training, and explain in free text the applicability of the data collection method to the LCM purpose and the use case(s).
· P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
· P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
· P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
· P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
· P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.
Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 


In this contribution, we will further discuss the data collection solutions for different LCM purposes of each use case.
2. Discussion
[bookmark: _Hlk118277603]2.1	General aspects of data collection
Data collection may be performed for different purposes in LCM to provide essential data for model training, model inference, model monitoring, model selection, model update, etc. Different LCM purposes may have different requirements for the data collection framework. At the RAN2#121 meeting, the following metrics were agreed to be considered when analyzing the feasibility of different data collection frameworks for each LCM purpose:
a) the content of the data,
b) the data size,
c) latency and periodicity,
d) signaling, entities involved, and configuration aspects. 
For bullets a) and b), RAN1 is currently discussing the required data collection, which will affect the data size. RAN2 can refer to the relevant conclusions of RAN1.
For bullet c), some LCM purposes have high requirements for latency. To facilitate the discussion of data collection framework analysis for different LCM purposes, RAN2 may assume the following latency requirements for data collection:
· Model training: As online/real-time training has been deprioritized in this SI, RAN2 can assume no latency requirements for the training data collection. That is, the training data can be reported once generated or stored and exchanged between different entities on-demand or periodically.
· Model inference: The content of data for model inference may be the same as or a subset of the training data. The main difference is that model inference would require lower latency for data collection.
· Model monitoring: To deactivate/switch the model in a short time when the performance of the activated model turns unacceptable, model monitoring may require low latency for data collection.
Proposal 1: RAN2 assumes the following latency requirements of different LCM purposes during the analysis of data collection frameworks:
· Model training: no latency requirement
· Model inference: requires low latency
· Model monitoring: requires low latency
At the RAN2#121bis-e meeting, it is FFS whether model sidedness may also have an impact on the data collection framework selection. To our understanding, data collection can further be categorized in threefold:
· Data collection for LCM of NW-sided model
· Data collection for LCM of UE-sided model
· Data collection for LCM of two-sided model
Within them, data collection for LCM of two-sided model LCM can be considered as a combination of data collection for LCM of NW-sided model and UE-sided model. Thus, RAN2 can just focus on data collection for LCM of NW-sided model and UE-sided model. 
Observation 1: Data collection framework discussion can focus on:
· Data collection for LCM of NW-sided model
· Data collection for LCM of UE-sided model
Existing data collection mechanisms, such as L1/L3 measurement, UAI and early measurement, LPP, are all characterized by UE collecting and reporting data to NW. Thus, these mechanisms can be further considered for LCM of NW-sided model.
For model training of UE-sided model, as data volume for model training may be huge, in practical NW deployment, it is not realistic to perform model training at UE itself. If the UE-sided model is not transferred from NW, model training can be performed at the UE-side server or third-party neutral server. In this case, how data are collected and delivered to UE-side server or third-party neutral server, at least for model training, should be considered. Potential approaches may be:
· Option 1: NW collects data using L1/L3 measurement, MDT or LPP, then collected data are delivered from NW to UE-side server or third-party neutral server, e.g., using implementation-based data transfer from NW node (e.g., gNB, TCE/OAM, LMF) to UE-side server or third-party neutral server.
· Option 2: Using EVEX to directly deliver data to UE-side server or third-party neutral server for model training.
· Option 3: The data collection is left to UE/UE vendor implementation.
Proposal 2: RAN2 to consider one of the following options on data collection for model training at UE-side server or third-party neutral server:
· NW collects data using L1/L3 measurement, MDT or LPP, then collected data are delivered from NW to the server, e.g., using implementation-based data transfer from NW node (e.g., gNB, TCE/OAM, LMF) to the server
· Using EVEX to directly deliver data to UE-side server or third-party neutral server for model training.
· The data collection is left to UE/UE vendor implementation.
Some key points of EVEX include:
· EVEX is well-fitted for large data amount collection as the data can be collected via UP.
· EVEX supports UE application-level data collection and delivery of the data to the CN entities or neutral sites, e.g., ASP/DCAF/NWDAF.
Thus, EVEX may fulfill data collection requirements from the CN side or neutral site. Therefore, we propose:
Proposal 3a: RAN2 to consider EVEX as a candidate data collection solution for UE-side server or third-party neutral server model training purposes.
However, the current EVEX framework only collects the data from the application layer and may not collect some modem data such as L1 measurement. EVEX can be enhanced to adapt to different data collection requirements, such as modem data. Such enhancement exercise would require, at least, SA2 involvement. Currently, SA is discussing some potential enhancements to allow EVEX to collect 5GC data, that is EVEX may collect data from UE, RAN, and CN nodes.
Therefore, we propose:
Proposal 3b: If RAN2 agrees to consider the EVEX data collection mechanism, LS to SA2 about the analysis and requirements, such as user privacy and security, of EVEX from RAN2’s perspective.
The existing data collection framework termination point may not be the same as the model training node, for example: 
· MDT is triggered by OAM and terminated in TCE/OAM. 
· For L1/L3 measurement, UAI and early measurement, the collected data is terminated at gNB 
· LPP is exchanged between UE and LMF. 
· EVEX data terminated at ASP or DCAF(NWDAF)
For the NW-sided model, in case the data collection mechanism is not terminated at the NW entity where model training, model inference or model monitoring is performed, for example, if UCI is to collect data used for CSI model training at OAM, two approaches can be considered to deliver the collected data to the concerned NW entity which perform model training, model inference or model monitoring:
· extending the data termination entity of the existing data collection framework, e.g., a CN entity triggers MDT and terminates data collection at that CN entity
· Reuse the existing data collection mechanism without changing/extending data termination entity, then further consider how data are forwarded to the concerned entity where, for example, model training is performed.
Reusing the existing data collection mechanism, without extending the data termination point, seems much simpler as it will reduce potential specification impact both in RAN2 and other WGs. In addition, extending the data termination entity will make it difficult to converge on the solutions. Therefore, we propose:
Proposal 4: RAN2 does not consider extending data termination entities of existing data collection frameworks, and how data collected is forwarded to other entities can be further considered or left to NW implementation.
For logged MDT and early measurements, UE will only perform the measurement and data logging in RRC_IDLE/RRC_INACTIVE state. As a result, the total data volume is limited, which may not be optimal for data collection. Furthermore, taking CSI compression as an example, the current non-connected state UE will not perform CSI measurement. Besides, power saving is a key requirement for non-connected UE, so they may not be expected to perform frequent measurements and data logging.
Therefore, it is proposed to consider frameworks that can support data collection in RRC_CONNECTED first.
Proposal 5: For LCM purposes, RAN2 to prioritize the data collection frameworks that can support data generation in the RRC_CONNECTED state, i.e., deprioritize logged MDT and early measurements.
At the RAN2#121bis-e meeting, RAN2 agreed to add 3 columns to the existing table, i.e., inference; monitoring and (offline) training. In our view, the added columns can provide some initial filtering based on latency requirements, e.g., MDT is not suitable for model monitoring due to uncontrollable delay.
For further analysis of each use case, the data collection requirements and relevant nodes are different, making it difficult to add new columns to the existing table. It is suggested that one dedicated mapping table be introduced for each use case, indicating their LCM purpose and potential feasible data collection framework. Table 2.1-1 can be considered as a starting point for further discussion.
Proposal 6: For each use case, introduce one dedicated analysis table on data collection, indicating potentially feasible data collection frameworks for different LCM purposes (training, inference, monitoring).
Table 2.1-1 Template table for the analysis of each use case
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· No latency requirement

	MDT
	

	
	
	EVEX
	

	
	
	……
	

	Model inference
	· low latency
	
	

	Model monitoring
	· low latency
	
	


2.2	Data Collection for use cases
2.2.1	CSI feedback enhancement
At the RAN1#112bis-e meeting, the following agreements were made regarding the input/output/performance metric for CSI compression and CSI prediction.
	Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.


Besides, RAN1 agreed to reuse the legacy CSI feedback signaling framework for data collection.
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 


As analyzed above, model training has no latency requirements for data collection. Therefore, it is feasible to consider performing data collection via MDT and EVEX.
Note that in the MDT framework, the UE can report data to the gNB through signaling other than the RRC measurement report. Taking PHR (power headroom measurement) as an example, it is reported by UE via MAC CE and can be collected by the MDT framework as type M2 measurement. That is, the MDT framework may also be compatible with the use of UCI for data reporting from UE to gNB.
Table 2.2-1 Data collection framework for CSI feedback enhancement
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· No latency requirement

	UCI
	· Available for gNB side data collection. 
· Limited max payload size per reporting (<1706bit in PUCCH, <3840bit in PUSCH)
· Reporting via PUCCH will have a significant impact on the existing UCI signaling

	
	
	Immediate MDT
	· Available for OAM side data collection. 
· Reporting via CP will have a significant impact on the existing signaling

	
	
	EVEX
	· May be available for data collection deployed at different entities, e.g., NWDAF, UE-side server or third party neutral server.
· No payload size limit for each report.
· No impact on the existing signaling as the data is not reported via CP

	Model inference
	· low latency
	UCI
	· Available for gNB side model inference

	Model monitoring
	· low latency
	UCI
	· Available for gNB side model monitoring


Therefore, we propose:
Proposal 7: For CSI feedback enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via UCI when gNB is the termination entity of data collection.
· The data for model training can be collected via immediate MDT when OAM is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.

2.2.2	Beam management
At the RAN1#112bis-e meeting, the following agreements were made regarding the input/output/performance metric for beam management.
	Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample 
· Companies report how to select the “best” Rx beam(s) 
· Option 2: Measurements of specific Rx beam(s)
· Companies report how to select specific Rx beam(s) 
· Option 3: Measurements of random Rx beam(s) per model input sample
Other options are not precluded and can be reported by companies.

Agreement
· For AI/ML in beam management, further study performance with different types of label, considering the following:
· Option 1a: Top-1 beam(pair) in Set A
· Option 1b: Top-K beam (pair)s in Set A
· Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 
· Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs 
· Option 2c: Top-1 beam(pair) in Set A and the corresponding L1-RSRP
· Other options are not precluded and can be reported by companies. 


Besides, RAN1 also agreed to use the UCI for data collection and assured no constraint on UCI payload overhead for the full report of the L1-RSRP measurements of Set B for NW-side models.
	Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· UCI overhead reduction = 1- Total UCI payload size for AI/ML/Total UCI payload size of baseline.
· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism


In our view, Beam management and CSI feedback enhancement could share the same data collection framework. 
Table 2.2-2 Data collection framework for Beam management
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· No latency requirement

	UCI
	· Available for gNB side data collection. 
· Limited max payload size per reporting (<1706bit in PUCCH, <3840bit in PUSCH)
· Reporting via PUCCH will have a significant impact on the existing UCI signaling

	
	
	Immediate MDT
	· Available for OAM side data collection. 
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	EVEX
	· May be available for data collection deployed at different entities.
· No payload size limit for each report.
· No impact on the existing signaling as the data is not reported via CP

	Model inference
	· low latency
	UCI
	· Available for gNB side model inference

	Model monitoring
	· low latency
	UCI
	· Available for gNB side model monitoring


Therefore, we propose:
Proposal 8: For Beam management, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via UCI when gNB is the termination entity of data collection.
· The data for model training can be collected via MDT when OAM is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.
2.2.3	Positioning accuracy enhancement
At the RAN1#112bis-e meeting, the following WA were made regarding the input/output/performance metric for positioning accuracy enhancement.
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Although RAN1 did not conclude on the framework for positioning, we think it is straightforward to utilize the LPP framework for data collection between UE and LMF. LPP can be used between LMF and the target device to obtain location-related measurements or a location estimate. Besides, an LPP message may be sent in several shorter LPP segments to deliver a large amount of information.
However, if the model training is located in other CN entities, e.g., NWDAF, LPP may not be suitable and EVEX can be considered.
Table 2.2-3 Data collection framework for positioning accuracy enhancement
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· No latency requirement

	LPP
	· Available for LMF side data collection. 

	
	
	EVEX
	· May be available for data collection deployed at different entities.
· No payload size limit for each report.
· No impact on the existing signaling as the data is not reported via CP

	Model inference
	· low latency
	LPP
	· Available for LMF side model inference

	Model monitoring
	· low latency
	LPP
	· Available for LMF side model monitoring


Therefore, we propose:
Proposal 9: For Positioning accuracy enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via LPP when LMF is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.
2.5	LS to RAN1
The above analysis is based on some assumptions and the current progress of RAN1 and may require further updates depending on RAN1's conclusions. To facilitate RAN2 discussions, RAN2 can LS to RAN1 to confirm the WA and to ask for the specific data to be collected, including data content and data size.
Additionally, data collection for LCM purposes may be of two types: specified data such as RSRP, or unspecified data such as sensor measurements. To allow RAN2 to discuss the necessary enhancement, with regard to the data type to be collected, RAN1 should feedback to RAN2 on the requirements per use cases for data collection.
Proposal 10: LS to RAN1 to feedback on the following points :
· Confirm the WA on the latency requirement of data collection, i.e., 
· Model training: no latency requirement
· Model inference: requires low latency
· Model monitoring: requires low latency
· Requirements for specific data to be collected per use case, including:
· Data content (specified data and/or unspecified data)
· Data size.

3. Conclusion
General aspects
Observation 1: Data collection framework discussion can focus on:
· Data collection for LCM of NW-sided model
· Data collection for LCM of UE-sided model
Proposal 1: RAN2 assumes the following latency requirements of different LCM purposes during the analysis of data collection frameworks:
· Model training: no latency requirement
· Model inference: requires low latency
· Model monitoring: requires low latency
Proposal 2: RAN2 to consider one of the following options on data collection for model training at UE-side server or third-party neutral server:
· NW collects data using L1/L3 measurement, MDT or LPP, then collected data are delivered from NW to the server, e.g., using implementation-based data transfer from NW node (e.g., gNB, TCE/OAM, LMF) to the server
· Using EVEX to directly deliver data to UE-side server or third-party neutral server for model training.
· The data collection is left to UE/UE vendor implementation.
Proposal 3a: RAN2 to consider EVEX as a candidate data collection solution for UE-side server or third-party neutral server model training purposes.
Proposal 3b: If RAN2 agrees to consider the EVEX data collection mechanism, LS to SA2 about the analysis and requirements, such as user privacy and security, of EVEX from RAN2’s perspective.
Proposal 4: RAN2 does not consider extending data termination entities of existing data collection frameworks, and how data collected is forwarded to other entities can be further considered or left to NW implementation.
Proposal 5: For LCM purposes, RAN2 to prioritize the data collection frameworks that can support data generation in the RRC_CONNECTED state, i.e., deprioritize logged MDT and early measurements.
Proposal 6: For each use case, introduce one dedicated analysis table on data collection, indicating potentially feasible data collection frameworks for different LCM purposes (training, inference, monitoring).
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· No latency requirement

	MDT
	

	
	
	EVEX
	

	
	
	……
	

	Model inference
	· low latency
	
	

	Model monitoring
	· low latency
	
	



Data Collection for use cases
Proposal 7: For CSI feedback enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via UCI when gNB is the termination entity of data collection.
· The data for model training can be collected via immediate MDT when OAM is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.
Proposal 8: For Beam management, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via UCI when gNB is the termination entity of data collection.
· The data for model training can be collected via MDT when OAM is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.
Proposal 9: For Positioning accuracy enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via LPP when LMF is the termination entity of data collection.
· The data for model training can be collected via EVEX when UE-side server or third-party neutral server is the termination entity of data collection.

LS to RAN1
Proposal 10: LS to RAN1 to feedback on the following points :
· Confirm the WA on the latency requirement of data collection, i.e., 
· Model training: no latency requirement
· Model inference: requires low latency
· Model monitoring: requires low latency
· Requirements for specific data to be collected per use case, including:
· Data content (specified data and/or unspecified data)
· Data size.
Note: The corresponding draft LS is attached in Annex 1.
4. Reference

5. Annex
Annex A draft LS to RAN1

1. Overall Description:
During the RAN2#122 meeting discussion on data collection for LCM purposes, RAN2 has made the following working assumption on the requirement:
	RAN2 assumes the following latency requirements of different LCM purposes during the analysis of data collection frameworks:
· Model training: no latency requirement
· Model inference: requires low latency
· Model monitoring: requires low latency


RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the above working assumption.

[bookmark: _GoBack]In addition, RAN2 would evaluate the potential data collection frameworks for each use case, which may require more input from RAN1 on the specific data to be collected, including data content (specified and/or unspecified data) and data size. RAN2 kindly asks RAN1 to provide the information when available.

2. Actions
To RAN1
ACTION: 	RAN2 respectfully asks RAN1 to provide feedback on whether they have any concerns about the working assumptions and provide the specific data to be collected per use case when available.

