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1	Introduction
As discussed in the last meeting, PDU Set information is considered useful for RRM operations in uplink and especially jitter, which is defined as the variation of the (inter)arrival time over time, and End of Data Burst (EoDB) indicator, which indicates a period of silence. In particular, the following agreements were made [R2-2304202]:

	· UE can report jitter information associated to UL XR traffic. 
· How UE derives this jitter is left up to implementation (similarly as it is captured by SA2 for the jitter associated with the periodicity in DL. 
· FFS what exactly is reported to the RAN (aim to have similar information as for DL). 
· FFS on UL traffic data arrival reporting



This contribution discusses the signalling of these two pieces of information.
2	Signalling of Uplink Jitter
2.1	Jitter Definition
According to 3GPP TS 26.926, application data units generated by media services like XR are mapped to one or several transport packets, which include information on timing, content, etc. These transport packets are then fragmented into smaller IP packets due to the limitation of Maximum Transfer Unit (MTU) size. Statistical properties of application data units, transport packets, and IP packets generated from real media content of different media streams have been analysed in TS 26.926 to design an appropriate statistical traffic model for XR services. The traces of application data units, transport packets, and IP packets are identified as V-Traces, S-Traces, and P-traces. It is important to observe that properties of P-traces are measured before the XR Server sends them on the network connection. Therefore, statistical properties of V/S/P-traces including size and jitter are independent on the device that hosts the XR server and direction of the data connection.
A parallel an SA4 study on smart tethered glass documented in 3GPP TR 26.998 describes the end to end delay in Figure 4.2.2.4-3 of the document, including the tethered link, as well as UPF to application server delay. The study of those aspects and their impact continues in Release 18 in TR 26.806. KIs 1, 2 and 3 all relate to defining, determining, and reporting delay in a tethered scenario. While these KIs deal with the end-to-end delay as seen by the application, there is a clear recognition that, the tethering link, part of the total delay, has significance. Delay can be considered as just an offset to the P-traces described above, but it should also be noted that the source of this delay is a wireless link – be it WLAN, Sidelink or others. As such, it is subject to interference and channel impairments. 
It is perhaps worth clarifying what is meant by delay and jitter – both are described in RFC 4689. Delay (or more precisely forwarding delay) is inherently a metric describing an individual packet delivery. For the purposes of this discussion, we consider this being System Under Test (SUT) forwarding delay, where the individual device’s forwarding delays are simply added. Jitter is the absolute difference in the delays between two packets. Some of the most relevant sources of jitter are congested and/or wireless networks. The example from above with tethering link over WLAN can be both congested and with poor radio conditions contributing to jitter. It is possible to have conditions with equal average delay but significantly different jitters. In some applications (for example audio) buffers can be used to account for and correct for link jitter. 
The information of delay and jitter is complementary in RAN. Delay is fundamental in the requested PDB. Jitter gives RAN hints as to the uncertainty of any indication of periodicity. Both metrics are useful but are applied to different aspects of the scheduling. 
Delay indication can be directly used with the specified PDB to inform packet dropping or prioritization schemes. This is typically done per packet or PDU set as discussed in SA2. Jitter indication is more useful for semi-static Radio Resource Management (RRM) decisions such as the configuration of SPS/CG, DRX cycles and dynamic decisions like the opportunity to skip certain PDCCH occasions using Rel-17 PDCCH monitoring adaptation schemes. As illustrated in Figure 1, which depicts two realizations of time arrivals of two consecutive XR frames, jitter information can for example be used to estimate the remaining time before the earliest arrival of the next frame and decide whether to skip or reduce PDCCH monitoring. 
[image: ]
Figure 1 – Example of two traffic arrivals where semi-static UL jitter information can help the network to decide whether to apply PDCCH skipping (case A) or not (case B). Arrival time of frame (k+1) is not known until its arrival, but jitter can be used to estimate the earliest arrival time. 

2.2	PIN Delay Budget Request
At the last meeting, the reuse of the PIN framework was discussed for jitter reporting [R2-2303986].
The packet delay budget (PDB) currently considers only the delay between the UPF and the UE (i.e. PEGC), while it does not account for the additional delay between the PEGC and the PINE. However, the QoS experienced by PINE behind a PEGC depends on the end-to-end path between a PINE and the application server. Therefore the QoS experienced by PINE depends on the QoS differentiation in both the 3GPP network and the non-3GPP network attached to the PEGC. This is particularly relevant for delay-critical services running on devices that are connected via a tethered link to the 5GS, like AR glasses.
To address this problem, Clause 6.18 of TS 23.700-88-i00 defines a solution to make 5GS aware of the additional delay incurred in the non-3GPP network attached to the PEGC and provide a procedure to compensate this delay in 5GS. The compensation is achieved by reducing the PDB for the 3GPP network by the delay that occurs in the non-3GPP network attached to the PEGC. 
Based on the information in TS 23.700-88-i00, we can conclude that the PIN delay budget request procedure defined in Clause 6.18 of TS 23.700-88-i00 focuses on the negotiation of delay budget of non-3GPP access and PDB adjustment for 5G QoS flow and cannot be used for jitter reporting.
Proposal 1:   Do not use PIN delay budget request for jitter reporting for XR services.

2.3	Signalling and measurement of uplink jitter
For XR services that generate traffic at a given frame rate, jitter is defined as the difference in the arrival times between two consecutive XR frames (note that frames are carried in PDU Sets or Data Bursts). Both the media encoder and the network contribute to the jitter of XR services. The media encoder may require different time for the generation of two frames due to the type of encoding process (e.g. intra- or inter-frame), while the network latency can vary depending on the quality of radio links and traffic load (i.e., buffering) especially in threating scenarios. 
Seen by the network, the difference in the arrival time between any pair of consecutive packets/PDUs is a sample for the measurement of the uplink jitter due to the network (e.g., in tethering and relaying scenarios), while the difference in the arrival time between any pair of consecutive Data Bursts carrying different PDU Sets is a sample of the measurement of the jitter jointly caused by the media encoder and the network.
Jitter statistics like mean, variance, minimum and maximum values can be beneficial to the network and the UE for different RRM operations like scheduling and power saving. There are two main and non-mutually exclusive options that can be used to measure the uplink jitter:
-	Alternative 1: the network uses the End of Data Burst (EoDB) indicator to measure jitter of consecutive Data Bursts. Pair of consecutive packets/PDUs belonging to a data burst are used to estimate the jitter due to the network and compute the jitter due to the media encoder. More details on how EoDB can be provided to the RAN are discussed in the next section.
-	Alternative 2: new RRC signalling and/or MAC CE is defined to communicate jitter information in uplink to the RAN. 
Alternative 1 is implementation specific and requires the specification of an EoDB indicator. Alternative 2 requires the definition of new messages and procedures to communicate the jitter in uplink. The measurement of the jitter remains implementation specific. This alternative 2nd is more accurate since the UE has full knowledge of the jitter due to the encoder and the jitter introduced by the tethered link (i.e. on the PC5 interface). Table 1 summarizes the characteristics of the two main options to measure uplink jitter.
[bookmark: _Ref134719237]Table 1 – Comparative analysis of the two main options to measure uplink jitter
	
	Alternative 1
	Alternative 2

	Jitter estimation
	Implementation specific (gNB)
	Implementation specific (UE)

	Specification Impact
	EoDB
	Dedicated signalling (either RRC or MAC CE)

	Accuracy
	Low (especially in tethering use case)
	High



Proposal 2: Adopt both alternatives 1 and 2 for signalling and measuring uplink jitter.
3	End of Data Burst
Clause 5.4.5 of TS 38.321 indicates that a “Padding BSR” is transmitted when the number of padding bits that are added to fill the UL resources allocated by the cell are equal to or larger than the size of the Buffer Status Report MAC CE plus its subheader. This enables an efficient use of allocated radio resources since extra resources can be used by the UE to provide additional control information to the network.
Table 2 – Snippet of MAC specification of “Padding BSR” trigger in TS 38.321
	
A BSR shall be triggered if any of the following events occur for activated cell group:
-	UL resources are allocated and number of padding bits is equal to or larger than the size of the Buffer Status Report MAC CE plus its subheader, in which case the BSR is referred below to as 'Padding BSR';



Padding BSR can be used as implicit End Of Data Burst (EoDB) indicator for the RAN. Specifically, when the UE detects that the current PDU in the buffer is the last PDU of the Data Burst, it can trigger the transmission of a Padding BSR with Buffer Size (BS) value equal to zero, which shall be interpreted by the network as the end of the transmission of the Data Burst and the beginning of a silent period before the arrival of the next data burst.
Proposal 3: Adopt Padding BSR with BS value equal to zero as implicit End of Data Burst (EoDB) indicator for the RAN.

4	Conclusion
This document proposed the following:
Proposal 1:  Do not use PIN delay budget request for jitter reporting for XR services.
Proposal 2: Adopt both alternatives 1 and 2 for signalling and measuring uplink jitter.
Proposal 3: Adopt Padding BSR with BS value equal to zero as implicit End of Data Burst (EoDB) indicator for the RAN.
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