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1 Introduction
A new agenda item was added as of RAN2#121-bis-e for AIML architectural aspects.
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). Aspects of on-line/real-time training are deprioritized at current meeting. Please input to 7.16.2.x
7.16.2.4	Model Control other
Model control beyond / other than Model transfer – delivery



The agreements in RAN2#121bis-e on use case specific are
	[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).



In this contribution, we will discuss AI/ML life cycle management (LCM) aspects related to different functionality and model controls (activation, deactivation, monitoring, switching). In addition, we focus on performance monitoring for different use cases. We will also focus on signalling and procedures related to update, alignment procedures in two-sided use case, and handling of sub-use cases (ML-enabled features) during hand over. 
2 Discussion
In RAN1#109, the working terminologies on model activation, deactivation, and switching are as follows:
	[bookmark: _Hlk134542738]Model activation: enable an AI/ML model for a specific function 
Model deactivation: disable an AI/ML model for a specific function 
Model switching: Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function 



In last couple of meetings RAN1 has discussed functionality-based LCM, but certain aspects need to be defined. Without a proper definition, it is hard to explain the signalling and protocol aspects of these LCM operations. In this discussion, we attempt to understand what activation, deactivation, switching, and fallback mean in terms of functionality. We propose
	Functionality activation:  A procedure to enable a functionality for ML enabled feature. This procedure will configure the functionality by NW in UE which is not yet active.
Functionality deactivation: A procedure to disable a functionality for ML enabled feature. This procedure will trigger a legacy procedure.
Functionality switching: Deactivating a currently active functionality and activating a different functionality for a specific feature. 



Proposal 1: RAN2 to define functionality activation, deactivation, switching to understand the signalling and procedure effectively.
2.1 Functionality selection, activation, deactivation, switching
In functionality-based LCM, selection, activation, deactivation and switching operations are necessary to control and configure ML enabled feature. Figure 2-1-1 illustrates a broader overview of the signaling of these LCM operations between UE and gNB/LMF. The functionality is managed by either gNB or LMF or CN (shown as functionality management module, FMM). A UE, who wants to use an ML enabled feature for the first time, can start a functionality initiation with the FMM in gNB/LMF, as an example. After the initial functionality initiation, gNB/LMF may activate the feature which UE uses for inference. During the activated functionality on the particular feature, monitoring, deactivation, and switching may trigger either by UE or gNB/LMF. In the Figure 2-1-1, the signaling of these LCM operations are encapsulated and may have different alternatives. Note that the sequence of monitoring can be varied and may be parallel with inference operation.


Figure 2-1-1: Inference (One-sided) in UE, activation, deactivation, monitoring, and switching of functionality in Functionality based LCM. Here, feature X can be spatial domain beam management use case, for instance.
Observation 1: After functionality initiation, other LCM purposes, such as activation, inference, monitoring, deactivation, switching operations can be performed.
Observation 2: The UE could be configured to perform ML model inference or model training based on functionality  configured by NW. 
Observation 3: The signaling for each LCM operations can have alternative options which requires further study.
Observation 4: The sequence of monitoring may or may not be performed parallelly with inference operation. 
Proposal 2: RAN2 to consider Figure 2-1-1 as a baseline to study the signaling of functionality activation, deactivation, monitoring and switching for one-sided functionality-based LCM.
For two sided case, which is one of the special used case, requires similar analyzing of the LCM operations as shown in Figure 2-1-2. The main contrast with the one sided case, is that, there is a need for alignment or synchronization between UE and gNB/LMF to enable inference. 


Figure 2-1-2: Two-sided inference in UE and gNB, activation, deactivation, monitoring, and switching of functionality in functionality based LCM. Here, feature X can be CSI compression use case, for instance.
Observation 5: In two-sided functionality based LCM, functionality pairing initiation is required. 
Observation 6: In Rel-18 AI/ML NR study, Figure 2-1-2 is the baseline signaling for LCM operations for channel state information (CSI) compression use case.
Proposal 3: RAN2 consider Figure 2-1-2 as a baseline to study the signaling of functionality activation, deactivation, monitoring and switching for two-sided functionality based LCM.

Additionally, we have identified the signalling for activation, deactivation, switching, and monitoring could at least comprise of

- RRC configuration (for instance, CSI-MeasConfig)
- RRC activation or deactivation (for instance, using AddMod)
- MAC activation, deactivation (for instance, PUCCH, PUSCH activation/deactivation)
- UAI to indicate non-long-term impairments to the UE such as overheating (hints for deactivation and switching)
Proposal 4: RAN2 to analyse the signalling and protocols needed for activation, deactivation, and switching. 
2.2 Performance monitoring
A UE can have multiple models or multiple functionalities supporting different sub use cases (ML enabled features) in different scenarios. To enable network-controlled ML-enabled feature, there is a clear need for monitoring the performance of functionalities and models. RAN1 is discussing the performance KPIs for ML enabled features and those are different for different features. In general, it would be sufficient to inform NW about the performance of the functionalities for a given feature, while in other cases (such as, in two-sided models), it might be required to monitor the performance of the model within the same functionality. Performance monitoring can happen either in NW or UE. In NW controlled monitoring, the functionality performance monitoring is preferred but model performance monitoring may happen in special cases. Therefore, we will study performance monitoring in a normative way in this study phase. 
  
2.2.1 General signalling for performance monitoring 
We illustrate simplified call flow for performance monitoring in functionality-based LCM in Figures 2.2.1-1. In NW (eg. gNB, LMF) controlled monitoring, it is up to the NW to configure the frequency of the monitoring as well as what KPIs should be monitored. In this functionality-based LCM, functionality A is activated by the NW which is signalled to UE. UE will use, for example, model X associated with functionality A. Depending on the monitoring configuration, UE will report functionality A performance KPIs to the NW. Upon receiving the reports from UE, NW may decide to activate/deactivate the functionality A. 




Figure 2.2.1-1: Performance monitoring in functionality based LCM.



Some of these issues may arise from the functionality consuming more than expected processing resources, new performance issue due to ML Model update or any other situation that arises happens during runtime of the ML-enabled feature. The network should have a mechanism to detect these issues and recommend actions to mitigate the issue and this requires some signalling mechanism between the network and the UE.
Observation 7: Network should be able to directly monitor the performance of a given active functionality and recommend to the UE actions to mitigate potential performance degradation cases.
Proposal 5: RAN2 to study mechanisms for performance monitoring in functionality-based LCM (as shown in Figure 2.2.1-1) governed by the network and providing recommend actions to the UE to mitigate potential performance issues arising from the ML enabled feature execution.


2.2.2 Performance monitoring for CSI Feedback Enhancement
In RAN1 #112 meeting, the following was agreed.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.




In CSI compression using two-sided model use case, an intermediate KPI metric, the squared generalized cosine similarity (SGCS), is calculated based on the target (ground-truth) CSI and the NW-reconstructed CSI. If the SGCS is monitored at the UE side, the UE needs to know the NW-reconstructed CSI information. With Type 1 Joint training, the UE can calculate the SGCS, since it knows the specific model used on the gNB side. With Type 2 Joint training, this cannot be enabled since the knowledge about the decoder is not available at the UE. With Type 3 Separate training, if the UE-first approach is adopted, even though the UE still does not have the exact knowledge about the decoder, it could try to use the hypothetical decoder used in training as the proxy to derive the NW-reconstructed CSI. If SGCS is monitored at the network side, it requires UE to send back the ground-truth CSI for calculating SGCS. Since it would introduce large overheads, the frequency of such reports needs to be considered, possibly jointly designed with the data collection process.
Proposal 6: For CSI compression, RAN2 needs to study the potential signalling impact on model monitoring by considering 
· Methods of model monitoring (e.g., NW-sided, UE-sided, hybrid)
· For NW sending the reconstructed CSI to UE for UE-sided monitoring
· Changes to the reporting framework (e.g., ground-truth reporting to enable performance monitoring at the gNB, KPI reporting when UE considers performance monitoring)
· Changes to the measurement framework (e.g., configuring model monitoring KPIs and measurement resources)
2.1.3 Performance monitoring for Beam Management 
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded



In RAN1 #112, the performance monitoring is listed as NW-sided performance monitoring and UE-side performance monitoring. For UE-sided models, it may sound reasonable to assume both types of performance monitoring approaches, but we think that the functionality level performance monitoring shall always be handled and decided by the NW. 
In some cases, the gNB may prefer some monitoring KPI reporting from the UE side such that performance of the functionality from the UE perspective can be obtained at the gNB side. This is somewhat well discussed before in RAN1, and some metrics are further provided below.
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered



As in the earlier proposal, when Set A beams are measured by the UE for monitoring, instead of fully reporting the measured beams, the UE can calculate the performance metrics at the UE.  Among the alternatives listed above, Alt.1 is the most reasonable metric that may be easier to define meaningfully. 
Proposal 7: For UE-sided BM-Case1 or BM-Case2, for any functionality activated towards the UE, the gNB shall be able to configure the performance monitoring at the UE side. 
· A dedicated beam measurement and reporting configuration that enables measurement and reporting of full/partial Set A (associated with a given functionality) can be used to enable performance monitoring at the UE side. 
·  The gNB might configure the UE to perform monitoring based on the conditions with respect to functionality.
· The UE may consider a performance monitoring KPI (Top-K/1 beam accuracy) with gNB configured threshold to determine functionality failures of the activated functionality. 
· further study the framework of functionality failures detection for an activated functionality  
· further study the reporting framework for functionality failures.
· The UE may validate the monitoring condition(s) with respect to functionality whether it is satisfied. FFS: monitoring condition(s) with respect to the functionality/functionalities and validation mechanisms
2.1.4 Performance monitoring for Positioning
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded




RAN1-112bis-e agreements:
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded


In RAN1-112, the model monitoring is listed as use-case specific impact. For UE-side model (Case 1 and Case 2a) PRU can be utilized to derive the monitoring metric. For gNB-side model (Case 3a) gNB is utilized to derive the monitoring metric. For LMF-side model (Case 2b and Case 3b), LMF is utilized to drive the monitoring metric. Based on the agreements from RAN1, if the monitoring metric is calculated other than UE, then it might have RAN2 impacts such as reporting of calculated metric and/or model monitoring decision. Therefore, we believe that Case 1 and Case 2a to be prioritize for RAN2 to evaluate the impact of performance morning. 
Proposal 8: RAN2 to prioritize UE-autonomous and network-assisted UE-side performance monitoring for case 1 (UE-based positioning) and case 2a (UE-assisted) to identify potential specification impact.
Model monitoring refers to assessing the input/output of the model against one or more monitoring metrics, where the monitoring metric may be either derived locally i.e., by the same entity running the model, or derived elsewhere e.g., in the LMF, and transferred to the entity running the model. 
For locally derived monitoring metrics, the UE may store past (validated/reliable) model outputs for which the UE may derive a statistical characterization e.g., first, second, Nth order moments, etc. These may serve as monitoring metrics used to test the current output e.g., the UE may test if the current output is similar to the past output set. 
When the monitoring metric is derived elsewhere e.g., in a PRU, at the LMF, etc, the metric is transferred to the UE via LPP. Model monitoring can be a continuous process in which the model output is periodically evaluated for fitness against the monitoring metric, or can be a process triggered by an event e.g.:
· An explicit monitoring trigger may be sent by the LMF.
· An implicit trigger generated by the UE itself. For example, sudden/severe degradation of link quality may trigger model monitoring.

The outcome of model monitoring may be transferred to the NW (together with the output itself) and/or used locally to take associated actions:
· trigger a model switch/update, etc. 
· revert to a non-ML variant, etc.
· change the PRS configuration, etc.

The outcome-based actions may be internal to the UE, or the LMF may assist the UE by indicating the preferred action, depending on the monitoring outcome and tests that led to said outcome.
Proposal 9: For the cases 1 and 2a of the positioning use case, the performance monitoring procedures should consist of the following between the UE and the network/LMF:
1. Triggering of monitoring
2. Indication of the monitoring metric
3. Providing monitoring data to the UE
4. Report of the monitoring outcomes and/or model outputs to the network/LMF
5. Indication of the (preferred) actions as a result of monitoring
2.3 AIML model update 
AIML models can be updated to improve the performance of an AIML-enabled functionality/feature. It is not yet well-defined what kind of information needs to be provided in the model update indication/signal/command. Those may include instructions on how to update the model.
Observation 8: The required information associated with a model update and the model update procedure is not yet well-defined.
Proposal 10: RAN2 to define the meaning of model update.
Proposal 11: RAN2 to study the signalling mechanism for needed to enable model update. 

2.4 Procedures for alignment
Two-sided models require alignment between parts running at different devices which are not necessarily co-located (e.g., gNB and UE). One option to ensure their alignment is to train and update autoencoder at one device (jointly) and transfer the part of the model (“encoder” or “decoder”) to another device. However, executing a model generated by another vendor could be a challenging, and in some cases undesired, task due to differences in hardware design (e.g., ML accelerators) and extensive details that need to be specified for correct inference of the model at a device of another vendor. Thus, the preferred alternative as of now is to train/update other part of the two-sided model using compatible datasets, which inherently requires that the updates are synchronized. 
Nevertheless, different vendors have different requirements and capabilities in terms of model tuning and transfer, therefore, it is preferable that each vendor manages its own models in an independent manner. This strategy however runs the risk that the models at the two sides become incompatible to each other after model/functionality updates. To prevent this from happening, it becomes necessary to assess the compatibility of two-sided model parts. 
Observation 9: A compatibility check of a two-sided model is intended to:
A. Confirm that parts of the two-sided model are well aligned, i.e., the performance does not degrade below a target threshold, even when the two models are independently managed by their respective vendors. 
B. Discover when the two parts of the model become incompatible and take corrective actions to re-align the models.

To enable A and B, the following may be considered:
1. Tracking the model evolution at each side and proactively triggering a compatibility check (CC) upon conclusion that compatibility may be compromised.
2. Generating and exchanging CC data (CCD) after CC triggering, by either of the two sides, or by both sides simultaneously, upon agreement of a CCD sharing strategy.

Proposal 12: RAN2 to study signaling and protocols for ensuring compatibility via compatibility assessment and verification/validation of the different AIML model parts, when the AIML model is two-sided.
[bookmark: _Hlk117759410]2.5 Procedures for handling ML-enabled features during UE handover 
	Agreement (RAN1#110bis-e)
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.




When UE moves, it will be handed over between cells. As part of handovers, and especially if UE is being instructed by the network to move to another frequency, the radio environment may change significantly, which can impact the performance of the AIML-enabled features supported by the UE. It is important to ensure that the performance requirements for the ML-enabled features are meet during and after UE’s handovers. Thus, it is also important for RAN2 to study mechanisms to support the continuation of the ML-enabled feature during UE’s mobility and especially during handovers when radio environment and network parameters may change significantly. 

An option could be to prepare the required ML context in the UE beforehand, when a handover between ML context boundaries is probable, so that after the handover the UE can quickly switch to the correct new ML context. This may include, for example, switching between two ML models.

Observation 10: Procedures for ML-enabled features during UE handover rely on model (de)activation and switching and related preparations. 

Furthermore, during the RAN1 meeting different approaches were discussed for achieving good performance for the ML-enabled functionality. The first one, model generalization, suggests using a common model to cover a wide variety of scenarios and train a model with this assumption. However, in many cases a generalized ML model may not be found or even impossible to achieve as the number of cell-specific configurations of parameters (antenna panel configuration, reference signal types and their transmission configurations, etc.,) are too large. Thus, training such a model might not be feasible. The second approach allows to select a different ML model tuned for a given purpose and switch to it. Third approach allows to update the parameters for the model. It seems that depending on a given use-case any of the three approaches may be applied and we need to discuss these further.
During a HO/mobility procedure each of the above approaches come into play as the ML model functionality may be mismatched between the source and target cell. In the case of a UE-side (AI/ML) model or two-sided (AI/ML) model this needs an assessment of the following aspects:

· detection of mismatch in ML functionality between the source and target cell(s) - for example, there are functionality differences between the source and target cell ML models that need to be resolved
· harmonizing (e.g., switching) the difference in ML functionality between the source and target cell ML models

In sum, to ensure seamless ML model operation during handover there are impacts to signalling procedures that have to be aligned between gNB and UE.

Observation 11: Continuation of ML functionality during a HO scenario requires an assessment of gap/mismatch of the ML functionality between the source and target cells.

Proposal 13: RAN2 to study how ML-enabled features are handled during the handover.

3	Conclusion
In this contribution we have discussed signalling and procedures for performance monitoring and other related LCM operations for functionality-based LCM. We discussed performance monitoring signaling aspects. We also discussed signalling and procedures related to update, alignment procedure, handling of sub-use cases (ML-enabled features) during hand over.
Based on the discussion, the following observations are made:
Observation 1: After functionality initiation, other LCM purposes, such as activation, inference, monitoring, deactivation, switching operations can be performed.
Observation 2: The UE could be configured to perform ML model inference or model training based on functionality  configured by NW. 
Observation 3: The signaling for each LCM operations can have alternative options which requires further study.
Observation 4: The sequence of monitoring may or may not be performed parallelly with inference operation. 
Observation 5: In two-sided functionality based LCM, functionality pairing initiation is required. 
Observation 6: In Rel-18 AI/ML NR study, Figure 2-1-2 is the baseline signaling for LCM operations for channel state information (CSI) compression use case.
Observation 7: Network should be able to directly monitor the performance of a given active functionality and recommend to the UE actions to mitigate potential performance degradation cases.
Observation 8: The required information associated with a model update and the model update procedure is not yet well-defined.
Observation 9: A compatibility check of a two-sided model is intended to:
A.	Confirm that parts of the two-sided model are well aligned, i.e., the performance does not degrade below a target threshold, even when the two models are independently managed by their respective vendors. 
B.	Discover when the two parts of the model become incompatible and take corrective actions to re-align the models.
To enable A and B, the following may be considered:
1.	Tracking the model evolution at each side and proactively triggering a compatibility check (CC) upon conclusion that compatibility may be compromised.
2.	Generating and exchanging CC data (CCD) after CC triggering, by either of the two sides, or by both sides simultaneously, upon agreement of a CCD sharing strategy.
Observation 10: Procedures for ML-enabled features during UE handover rely on model (de)activation and switching and related preparations. 
Observation 11: Continuation of ML functionality during a HO scenario requires an assessment of gap/mismatch of the ML functionality between the source and target cells.
Based on the discussion, the following proposals are made:
Proposal 1: RAN2 to define functionality activation, deactivation, switching to understand the signalling and procedure effectively.
Proposal 2: RAN2 to consider Figure 2-1-1 as a baseline to study the signaling of functionality activation, deactivation, monitoring and switching for one-sided functionality-based LCM.
Proposal 3: RAN2 consider Figure 2-1-2 as a baseline to study the signaling of functionality activation, deactivation, monitoring and switching for two-sided functionality based LCM.
Proposal 4: RAN2 to analyse the signalling and protocols needed for activation, deactivation, and switching. 
Proposal 5: RAN2 to study mechanisms for performance monitoring in functionality-based LCM (as shown in Figure 2.2.1-1) governed by the network and providing recommend actions to the UE to mitigate potential performance issues arising from the ML enabled feature execution.
Proposal 6: For CSI compression, RAN2 needs to study the potential signalling impact on model monitoring by considering 
· Methods of model monitoring (e.g., NW-sided, UE-sided, hybrid)
· For NW sending the reconstructed CSI to UE for UE-sided monitoring
· Changes to the reporting framework (e.g., ground-truth reporting to enable performance monitoring at the gNB, KPI reporting when UE considers performance monitoring)
· Changes to the measurement framework (e.g., configuring model monitoring KPIs and measurement resources)

Proposal 7: For UE-sided BM-Case1 or BM-Case2, for any functionality activated towards the UE, the gNB shall be able to configure the performance monitoring at the UE side. 
· A dedicated beam measurement and reporting configuration that enables measurement and reporting of full/partial Set A (associated with a given functionality) can be used to enable performance monitoring at the UE side. 
·  The gNB might configure the UE to perform monitoring based on the conditions with respect to functionality.
· The UE may consider a performance monitoring KPI (Top-K/1 beam accuracy) with gNB configured threshold to determine functionality failures of the activated functionality. 
· further study the framework of functionality failures detection for an activated functionality  
· further study the reporting framework for functionality failures.
· The UE may validate the monitoring condition(s) with respect to functionality whether it is satisfied. FFS: monitoring condition(s) with respect to the functionality/functionalities and validation mechanisms

Proposal 8: RAN2 to prioritize UE-autonomous and network-assisted UE-side performance monitoring for case 1 (UE-based positioning) and case 2a (UE-assisted) to identify potential specification impact.
Proposal 9: For the cases 1 and 2a of the positioning use case, the performance monitoring procedures should consist of the following between the UE and the network/LMF:
1. Triggering of monitoring
2. Indication of the monitoring metric
3. Providing monitoring data to the UE
4. Report of the monitoring outcomes and/or model outputs to the network/LMF
5. Indication of the (preferred) actions as a result of monitoring

Proposal 10: RAN2 to define the meaning of model update.
Proposal 11: RAN2 to study the signalling mechanism for needed to enable model update. 
Proposal 12: RAN2 to study signaling and protocols for ensuring compatibility via compatibility assessment and verification/validation of the different AIML model parts, when the AIML model is two-sided.
Proposal 13: RAN2 to study how ML-enabled features are handled during the handover.
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