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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121 [2] data collection was discussed, and below agreements were made.
R2-2302286 	Summary of [AT121][025]: Progress table of analyzing data collection framework (Apple)	Apple
Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 
In RAN2#121b-e [3], data collection was further discussed with below agreements.
P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.
Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 

In this contribution, we further discuss data collection for AI/ML from below aspects:
· Further analysis of data collection framework
· Update data collection analysis table
2 Discussion 
2.1 Further analysis of data collection framework
In RAN2#121b-e [3], it was agreed to evaluate data collection framework per LCM purpose:
P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
In our understanding, RAN2 can first analyze data collection method for offline training with assumption that there is no strict latency requirement to collect data. 
Proposal 1: RAN2 first analyze data collection method for offline model training with assumption that there is no strict latency requirement to collect data. 
For other LCM (e.g. model inference / selection / monitor / switch / update / activation / deactivation), we think their evaluations can be done only after offline training because they highly depend on specific RAN1 requirements. Meanwhile, we also noticed that RAN1#112b-e [4] also discussed data collection signaling framework at least for inference/monitoring purpose:
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Observation 1: RAN1#112b-e has discussed data collection signaling framework at least for inference/monitoring purpose in AI/ML based CSI compression and AI/ML based positioning.
Given RAN1 has discussed data collection signaling framework for monitoring/inference purpose, we think it is better to leave this study to RAN1 because its signaling design highly depends on specific requirement in PHY. 
Proposal 2: Given RAN1 has discussed data collection signaling framework for monitoring/inference, RAN2 leave this study to RAN1 because its signaling design highly depends on specific requirement in PHY. 
Then, according to the endorsed data collection analysis table in [5], we think MDT framework can be prioritized for offline model training. Our justifications are:
1) The data type collected by MDT is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
· The data collected by MDT are mainly various measurements in AS layer (including L3 cell/beam measurements, location info, and sensor info). 
· Although RAN1 has not agreed details of what data to collect for the 3 use cases, they are expected to be also measurements in AS layer. 
2) Satisfy both security and UE privacy requirement
· MDT measurements are reported via RRC message can be only sent from the UE after successful AS security activation.
· User consent is required before NW configures the UE to perform logged MDT and immediate MDT.  
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
· The MDT data is collected in TCE/OAM, and it can also be utilized by RAN according to TS 37.320.   
4) Data in all RRC states can be collected in MDT
· Immediate MDT to collect data of UEs in CONNECTED state. Logged MDT to collect data of UEs in IDLE/INACTVE state
Proposal 3: MDT framework is prioritized to study for data collect in offline training due to below reasons:
1) The data type collected by MDT (i.e. various measurements in AS layer) is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
2) Satisfy both security and UE privacy requirement
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
4) Data in all RRC states can be collected in MDT
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2.2 Update data collection analysis table
In RAN2#121b-e [3], it was agreed to add 3 additional columns on inference, monitoring and offline training for analysis requirements. 
P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.

We provide our view in Table 1 on expected requirements.
	
	CSI
	BM
	Positioning

	Offline Training

	· High payload size
· No strict latency requirement 
	· High payload size
· No strict latency requirement 
	· High payload size
· No strict latency requirement 
· Between different data generation entities (UE, PRU/TRP, LMF)

	Monitoring
	· Small payload size
· High latency requirement
· Between UE and gNB 
	· Small/medium payload size
· High latency requirement 
· Between UE and gNB
	· Medium payload size
· High latency requirement
· Between different data generation entities (UE, PRU/TRP, LMF)

	Inference
	· Small payload size
· High latency requirement 
· Expected to more strict than inference 
· Between UE and gNB
	· Small/medium payload size 
· High latency requirement  
· Expected to more strict than inference 
· Between UE and gNB
	· Medium payload size
· High latency requirement  
· Expected to more strict than inference 
· Between different data generation entities (UE, PRU/TRP, LMF)


Table. 1 Expected data collection requirements for inference, monitoring and offline training   

We propose to agree Table.1 as starting point. 
Proposal 4: RAN2 agree Table. 1 as starting point of data collection “expected requirements” for training/inference/monitoring.
Finally, we think RAN2 can send LS to RAN1 on data collection requirement metrics including at least payload size, latency requirement and between which entities.
Proposal 5: RAN2 send LS to RAN1 on data collection requirement metrics including at least payload size, latency requirement and between which entities.

3 Conclusion
In this contribution, we share our views on data collection for Rel-18 AI/ML. Our observations are:
Observation 1: RAN1#112b-e has discussed data collection signaling framework at least for inference/monitoring purpose in AI/ML based CSI compression and AI/ML based positioning.

Based on observations, our proposals are:
Proposal 1: RAN2 first analyze data collection method for offline model training with assumption that there is no strict latency requirement to collect data. 
Proposal 2: Given RAN1 has discussed data collection signaling framework for monitoring/inference, RAN2 leave this study to RAN1 because its signaling design highly depends on specific requirement in PHY. 
Proposal 3: MDT framework is prioritized to study for data collect in offline training due to below reasons:
1) The data type collected by MDT (i.e. various measurements in AS layer) is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
2) Satisfy both security and UE privacy requirement
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
4) Data in all RRC states can be collected in MDT
Proposal 4: RAN2 agree Table. 1 as starting point of data collection “expected requirements” for training/inference/monitoring.
Proposal 5: RAN2 send LS to RAN1 on data collection requirement metrics including at least payload size, latency requirement and between which entities.
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