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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
Up to now, AI/ML model identification made big progress in RAN2. In RAN2#121b-e [2], below high level agreements were made: 
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

Meanwhile, AI/ML architecture was also discussed in RAN2#121b-e [2], and below agreements were made: 
R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases). 
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

Chair: the following was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.  

In this contribution, we continue to discuss remaining issues on Model ID and AI/ML architecture. 
· Model ID and meta information
· AI/ML architecture
2 Discussion 
2.1 Model ID and meta info 
2.1.1 Use case of model ID
In RAN2#121b-e [2], RAN2 confirmed below use cases of model ID, i.e. model identification, model transfer/delivery and LCM.
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 

First, there seems some understanding ambiguity on model identification. So, we provide our understanding. In our understanding, AI model identification is used during product development phase as part of feature alignment. Specifically, based on "globally" unique model ID, AI model identification can be done between vendors/operators during product development phase as part of feature alignment. The procedure is not needed to be specified, i.e. up to implementation.  
Proposal 1: Model identification is performed between vendors/operators during product development phase as part of feature alignment. This procedure is not needed to be specified.
Then, we think one use case of model ID is missed: model pairing in two-sided model (e.g. training collaboration type 2 and training collaboration type 3 without model transfer):
· For training collaboration type 2 with joint training of the two-sided model at network side and UE side jointly, the NW and UE will align the model ID following 3GPP specified model ID format. Gradient exchanges are between partial models with the same model ID. 
· For training collaboration type 3 with separate training at NW side and UE side, entity who trained first will select the model ID based on 3GPP specificized model ID format. For example, for UE-first training, UE will collect data, perform initial training, select a model ID, and generate the training dataset for NW training. The dataset is transmitted together with the model ID label, so NW side can perform separate training using the received dataset and knows how to pair the UW side model with UE side model.    
Observation 1: Model ID is used for model pairing between UE and NW in two-sided model at least for training collaboration type 2 and type 3.
Thus, we propose:
Proposal 2: Besides model identification, LCM and model delivery, AI/ML model ID can also be used for model pairing between UE and NW in two-sided model without model transfer (e.g. training collaboration type 2 and type 3). 
2.1.2 Model ID generation
In RAN2#121 [3] and RAN2#121b-3 [2], it was agreed that model ID is global unique and two directions on how to achieve globality are identified. 
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS

For the FFS, we prefer Direction 1 because Direction 3 has below issues:
1) Model identification is part of offline training process, particularly for two sided model. Then, Direction 3 means NW/UE/operator need to always check with this NF to acquire model ID during offline training process. It is quit inefficient. 
2) Whether to introduce a new NF is SA2 expertise. RAN2 is not in position to make decision. 
Observation 2: The direction to assign global model ID via specific ID management node has below 2 issues:
1) It requires NW/UE/operator to always check with this NF to acquire model ID during offline training process. It is quit inefficient. 
2) Whether to introduce a new NF is SA2 expertise. RAN2 is not in position to make decision. 
Thus, we propose to agree Direction 1 as baseline.
Proposal 3: On how to achieve globality of the Model ID, RAN2 agree "Direction1: Pre-defined/hard-coded global unique model ID" as baseline. 
With regarding to model ID structure, we think 3GPP can consider putting multiple essential fields together. Specifically, AI/ML model ID should at least include UE/NW vendor ID, PLMN ID, use case, version number etc., so that the global model ID is unique among different operators and UE/NW vendors. Its details need further discussion. 
Proposal 4: The global model ID is specified by putting multiple essential fields together. At least use case, UE/NW vendor ID, PLMN ID, and version number are included. FFS other fields. 
Finally, for model ID in LCM purpose (model selection/activation/deactivation/switching), since LCM is between UE and gNB after model identification is aligned, it is possible to use a local model ID which is configured in RRC, to reduce overhead of global model ID.
Observation 3: For model ID in LCM purpose (model selection/activation/deactivation/switching), since LCM is between UE and gNB after model identification is aligned, it is possible to use a local model ID which is configured by RRC, to reduce overhead of global model ID.
Meanwhile, a local ID can also alleviate some security and privacy concern on possible exposure of information related to the model, e.g. vendor information of the model.
Observation 4: A local model ID can also alleviate some security and privacy concern on possible exposure of information related to the model, e.g. vendor information of the model.
Thus, we propose:
Proposal 5: For LCM purpose (model selection/activation/deactivation/switching/monitor), model ID can be a local model ID which is configured in RRC.
2.1.3 Meta information
RAN2 agreed to introduce meta info of AI/ML model from Management or Control point of view in RAN2#119b-e and some further agreements were made in RAN2#121b-e [2].
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

In our understanding, the meta info means some important AI/ML model description information which are not essential to be included in model ID. For example, the meta info can include model input type/size, model output type/size, model file type/size, etc. Similar to global model ID, its details need further discussion. Model ID is mandatory but meta info should be optional. 
Proposal 6: Meta info of an AI/ML model is optional information which includes important model description information except the fields of model ID.
Proposal 7: Meta info includes at least model input type/size, model output type/size, model file type/size/ compression status. 
We disagree to include below information in meta info:
· Vendor info:
· We think the global unique model ID can already identify the vendor. So, the further vendor information is not needed. 
· We think further vendor info is sensitive and there are user privacy issues.
· We don't understand why 3GPP need to specify vendor information.
· Model version info
· Based on RAN2 agreement " Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified ", we think model ID can identify model version.
· Model performance indicators
· We think it is dynamic information, which seems not suitable to include in meta info.
Proposal 8: Meta info does not include vendor information, model version info and model performance indicators.
2.1.4 Format of model representation file
Finally, it is worth discussing the format of model representation file, which is the main payload which represent the trained model itself. In our understanding, we can have below possible formats:   
1) Binary image. 
· To compile the model to a run-time binary image, device hardware specific information is needed. Binary image can only be used for model delivery between vendor server to the same vendor devices.
2) Existing model representation formats in industrial
· The number of popular formats is actually quite limited which are illustrated in below Table 1.
3) Public format (e.g. ONNX)
4) 3GPP specify a new model representation format. 
Among them, we think 1) and 4) should be precluded to be endorsed in 3GPP due to below reasons:
· 1) needs device hardware specific information to compile the model to a run-time binary image. Thus, binary image can only be used for model delivery between vendor server of the same vendor. It doesn't make sense for 3GPP to endorse device hardware specific format.
· 4) is conflicted with below note in SID objective:
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Observation 5: Binary image needs device hardware specific information to compile the model to a run-time binary image. Thus, it can only be used for model delivery between vendor server of the same vendor.
Observation 6: The number of model representation formats in industrial is quite limited.
For existing AI/ML model representation formats illustrated in 2) and 3), we think some of them can be endorsed as 3GPP defined format. RAN2 can further study which mode formats are necessary. Meanwhile, if more than 1 model representation formats are endorsed, maybe some model format coordination procedure between UE and NW needs to be specified when UE and NW support different model formats. We think it can also be further studied.       
Proposal 9: Endorse some existing AI/ML model representation formats (e.g., h5, ONNX) as 3GPP defined format, and RAN2 do not specify new model format for model delivery. FFS which existing model representation format(s) are endorsed. FFS whether / how to specify model format coordination procedure between UE and NW.  
[image: Table
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Table 1: Existing popular model representation formats
2.2 AI/ML architecture 
2.2.1 Functional framework 
In RAN2#121b-e [2], functional framework was discussed. Below agreement was made.
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

Chair: the following was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.  


Because the corresponding Figure is not agreed, we understand the above agreement is not valid any more. In our understanding, the main controversial part is whether to specify Model Storage. 
Observation 7: Because Figure 1 of R2-2303674 was not agreed finally, the agreement on AI/ML framework is not valid. The main controversial part is the main controversial part is whether to specify Model Storage.
We think it is unnecessary to specify how to store model because it should be up to NW implementation based on latency requirement (e.g. a central UPF or a local storage server). What's more, how / where to store model has dependency on SA2 (e.g. whether to apply Mobile Edge Computing). So, such specification may unnecessarily restrict NW deployment. 
Observation 8: How to store model should be up to NW implementation based on latency requirement (e.g. a central UPF or a local storage server). What's more, how / where to store model has dependency on SA2 (e.g. whether to apply Mobile Edge Computing). So, such specification may unnecessarily restrict NW deployment. 
Thus, we propose:
Proposal 10: Do not include "Model Storage" in general AI/ML framework, i.e. not specify how to store model (it is up to NW implementation).
The functional framework in RAN3 study is captured in TR 37.817 section 4 [4]. The functional framework is kept to the high level. The main functional blocks including data collection, model training, model inference, and actor. The functional framework figure is copied below for easier reference. 


             Figure 4.2-1. Functional Framework for RAN Intelligence (TR 37.817)
The functional framework defined in TR 37.817 is quite generic, therefore can use as baseline for RAN1 SI functional framework discussion. Additional aspects can be considered: 
· Whether model inference block needs to be separated for one sided model and two-sided model. 
· Whether performance monitoring block need to be explicitly captured. 
· Whether model activation/de-activation/switching need to be captured in the functional framework. 
We do not see strong motivation to further separate the model inference block based on one-sided or two-sided model. For two-sided model, the UE part model and NW part model needs to work in pairs, one model inference block can represent the high-level function. 
We do see the value of adding monitoring function, and the inter-action with inferencing block through activation/de-activation/switching. An example of functional block is shown in Figure. 1. 
[image: ]

Figure 1: Proposed functional framework with performance monitoring
Proposal 11: RAN2 agree that TR 37.817 functional framework with additional performance monitoring block in Figure.1 as the starting point of general AI/ML framework. 
2.2.2 Mapping of functionality to NW entities
Please note that TS 37.817 [4] has captured the model training, model inference function mapping as below:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Observation 9: TS 37.817 has captured the following two possible Network function mappings:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 
Although not clearly stated, our understanding is that "model training" in TS 37.817 only means offline training because online training seems not to be practical solution in near term. Because the network entity mapping may be different between offline training and LCM, they are separately discussed.
2.2.2.1 Network entity mapping for offline training 
For offline training, we think the following options are possible according to identified 7 solutions of model transfer
· Option 1: AI/ML model is offline trained in gNB
· Option 2: AI/ML model is offline trained in OAM
· Option 3: AI/ML model is offline trained in OTT server 
· Option 4: AI/ML model is offline trained in LMF
· Option 5: AI/ML model is offline trained in one NF rather than LMF in CN 
Among them, we think: 
· Option 1 and Option 2 are reasonable for Rel-18 RAN1 AI/ML, and they are aligned with TS 37.817 [4]. 
· Option 3 is also reasonable, and it is aligned with solution 4 of model transfer.
· Option 4 is FFS because whether LMF supports AI/ML modeling training is within SA2 expertise.
· Option 5 doesn't make sense because no NF in CN is specified to support AI/ML modeling training yet. If they are allowed, it will be conflicted with below Note captured in SID of AI/ML for NR air interface (RP-213599). 
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

Observation 10: Currently no NF in CN is specified to support AI/ML modeling training. If offline training is performed in one new NF in CN, it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Thus, we propose that only Option 1/2/3 are feasible entity mapping for offline training. Option 4 can be FFS. For the option to perform offline training in a new NF of CN, proponents should first discuss its feasibility in SA2. 
2.2.2.2 Network entity mapping for LCM 
For LCM (including model inference/activation/deactivation/selection/switch), we think OAM/OTT-server can't work because LCM has latency requirement. Thus, the feasible options include:
· Option 1: AI/ML model LCM is managed / hosted by gNB
· Option 2: AI/ML model LCM is managed / hosted by LMF
Observation 11: For LCM (including model inference/activation/deactivation/selection/switch), the options of OAM/OTT-server can't work because LCM has latency requirement.
We summarize our view in Table. 2.
	
	Mapped Network entity in offline training
	Mapped Network entity in LCM (including model inference / activation / deactivation / selection / switch / monitoring)

	AI/ML based CSI
	gNB or OAM or OTT server
	gNB

	AI/ML based BM
	gNB or OAM or OTT server
	gNB

	AI/ML based positioning
	OAM or OTT server or FFS LMF
	LMF


Table 2: Illustration of functionality mapping to NW entities
Proposal 12: RAN2 agree Table 2 as starting point of functionality mapping to NW entities.

3 Conclusion
In this contribution, we further discuss RAN2 general aspects of Rel-18 AI/ML for air interface. Our observations are:
Observation 1: Model ID is used for model pairing between UE and NW in two-sided model at least for training collaboration type 2 and type 3.
Observation 2: The direction to assign global model ID via specific ID management node has below 2 issues:
1) It requires NW/UE/operator to always check with this NF to acquire model ID during offline training process. It is quit inefficient. 
2) Whether to introduce a new NF is SA2 expertise. RAN2 is not in position to make decision. 
Observation 3: For model ID in LCM purpose (model selection/activation/deactivation/switching), since LCM is between UE and gNB after model identification is aligned, it is possible to use a local model ID which is configured by RRC, to reduce overhead of global model ID.
Observation 4: A local model ID can also alleviate some security and privacy concern on possible exposure of information related to the model, e.g. vendor information of the model.
Observation 5: Binary image needs device hardware specific information to compile the model to a run-time binary image. Thus, it can only be used for model delivery between vendor server of the same vendor.
Observation 6: The number of model representation formats in industrial is quite limited.
Observation 7: Because Figure 1 of R2-2303674 was not agreed finally, the agreement on AI/ML framework is not valid. The main controversial part is the main controversial part is whether to specify Model Storage.
Observation 8: How to store model should be up to NW implementation based on latency requirement (e.g. a central UPF or a local storage server). What's more, how / where to store model has dependency on SA2 (e.g. whether to apply Mobile Edge Computing). So, such specification may unnecessarily restrict NW deployment. 
Observation 9: TS 37.817 has captured the following two possible Network function mappings:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 
Observation 10: Currently no NF in CN is specified to support AI/ML modeling training. If offline training is performed in one new NF in CN, it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Observation 11: For LCM (including model inference/activation/deactivation/selection/switch), the options of OAM/OTT-server can't work because LCM has latency requirement.

Based on observations, our proposals are:
Model ID and meta info
Proposal 1: Model identification is performed between vendors/operators during product development phase as part of feature alignment. This procedure is not needed to be specified.
Proposal 2: Besides model identification, LCM and model delivery, AI/ML model ID can also be used for model pairing between UE and NW in two-sided model without model transfer (e.g. training collaboration type 2 and type 3). 
Proposal 3: On how to achieve globality of the Model ID, RAN2 agree "Direction1: Pre-defined/hard-coded global unique model ID" as baseline. 
Proposal 4: The global model ID is specified by putting multiple essential fields together. At least use case, UE/NW vendor ID, PLMN ID, and version number are included. FFS other fields. 
Proposal 5: For LCM purpose (model selection/activation/deactivation/switching/monitor), model ID can be a local model ID which is configured in RRC.
Proposal 6: Meta info of an AI/ML model is optional information which includes important model description information except the fields of model ID.
Proposal 7: Meta info includes at least model input type/size, model output type/size, model file type/size/ compression status. 
Proposal 8: Meta info does not include vendor information, model version info and model performance indicators.
Proposal 9: Endorse some existing AI/ML model representation formats (e.g., h5, ONNX) as 3GPP defined format, and RAN2 do not specify new model format for model delivery. FFS which existing model representation format(s) are endorsed. FFS whether / how to specify model format coordination procedure between UE and NW.  

AI/ML architecture
Proposal 10: Do not include "Model Storage" in general AI/ML framework, i.e. not specify how to store model (it is up to NW implementation).
Proposal 11: RAN2 agree that TR 37.817 functional framework with additional performance monitoring block in Figure.1 as the starting point of general AI/ML framework. 
Proposal 12: RAN2 agree Table 2 as starting point of functionality mapping to NW entities.
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Model Serving File Serialization Formats
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