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[bookmark: _Ref488331639][bookmark: _Ref178064866]Introduction
This paper will discuss the multi-path relay
Discussion on Scenario-1
CP Related
Issue-1: Details on Path Switching Procedure
In 121, the following conclusion was reached
Agreements:
As a baseline, direct path addition for multi-path is a path switch procedure in which the target configuration contains both paths.
Upon direct path addition for multi-path, one of the serving cells of the added direct path is configured as PCell for the remote UE.
In R17, path switching procedure’ was implemented via reconfiguration-with-sync, with a new flag of path switching
ReconfigurationWithSync ::=         SEQUENCE {
    spCellConfigCommon                  ServingCellConfigCommon                                     OPTIONAL,   -- Need M
    newUE-Identity                      RNTI-Value,
    t304                                ENUMERATED {ms50, ms100, ms150, ms200, ms500, ms1000, ms2000, ms10000},
    rach-ConfigDedicated                CHOICE {
        uplink                              RACH-ConfigDedicated,
        supplementaryUplink                 RACH-ConfigDedicated
    }                                                                                               OPTIONAL,   -- Need N
    ...,
    [[
    smtc                                SSB-MTC                                                     OPTIONAL    -- Need S
    ]],
    [[
    daps-UplinkPowerConfig-r16      DAPS-UplinkPowerConfig-r16                                      OPTIONAL    -- Need N
    ]],
    [[
    sl-PathSwitchConfig-r17         SL-PathSwitchConfig-r17                                         OPTIONAL    -- Cond DirectToIndirect-PathSwitch
    ]]
}

We understand that is NOT the ‘path switch procedure’ approach mentioned in 121 agreement, since sl-PathSwitchConfig-r17 is used for D2I case, while I2D case was handled as reconfiguration-with-sync. Furthermore, a similar procedure can be used to handle direct-path-addition (Case-B) and direct-path-change case (Case-E).
[bookmark: _Toc134694178]RAN2 clarifies that direct-path-addition (Case-B) and direct-path-change (Case-E), are handled as reconfiguration-with-sync procedures where the target configuration contains both paths. 
While for direct-path-release (Case-D), it should be handled as R17 D2I path-switching procedure, since PCell is to be relocated to the indirect path. 
[bookmark: _Toc134694179]RAN2 clarify direct-path-release (Case-D) is handled as a reconfiguration-with-sync procedure where the target configuration contains an indirect path only. 
While for indirect-path-addition (Case-A) / release (Case-C) / change (Case-G), they can be all modeled as SCell-addition / release / change, so there is no need to use reconfiguration-with-sync. 
[bookmark: _Toc134694180]RAN2 clarifies that indirect-path-addition (Case-A), indirect-path-release (Case-C) and indirect-path-change (Case-G) are handled without using reconfiguration-with-sync.
On the other hand, for indirect-path-addition (Case-A) and change (Case-G), the legacy T420 is not applicable, since all start/stop-condition and expiry result are not applicable.
	Timer
	Start
	Stop
	At expiry

	T420
	Upon reception of the RRCReconfiguration message including sl-PathSwitchConfig
	Upon successfully sending RRCReconfigurationComplete message (i.e., PC5 RLC acknowledgement is received from target L2 U2N Relay UE)
	Perform the RRC re-establishment procedure as specified in 5.3.7.


Considering that, RAN2 can consider the usage of another timer-based behavior, to address the failure case of indirect-path-addition and indirect-path-change. 
[bookmark: _Toc134694181]RAN2 discusses introducing a timer to handle the indirect-path-addition (Case-A) and indirect-path-change (Case-G) failure. 
For path switching to RRC_IDLE/INACTIVE Relay UE, 
Agreements:
For bringing the idle/inactive relay UE to RRC_CONNECTED, the legacy Rel-17 behaviour (Alt 1 in the proposal) is not disabled for indirect path addition when split SRB1 is configured.  A PC5-RRC trigger is specified at least for other cases.
FFS if a Rel-17 relay UE is supported for use with multi-path and how the above agreement is reflected in such a case.
So the key issue left is whether we adopt the old or new method for the case when split SRB1 is configured. And the issue can be formulated as: When a remote UE identifies a relay candidate, there are two ways to handle it
One way is regardless of whether the relay UE is Rel-17 or Rel-18 UE, the network would assume the worse case, i.e., it is a legacy Rel-17 UE, and thus split-SRB1 is needed, in order to trigger it into RRC_CONNECTED state. Yet still network has the opportunity for using PC5-RRC based method, e.g., for RRC_INACTIVE Relay, when the target network has the context of it. 
The other way is first to figure out whether the relay UE is Rel-17 or Rel-18 UE and adopt different solutions, e.g., if it is Rel-17 UEs, the network may reject the switching operation, or configure split-SRB1, but no restriction on switching or SRB1 configuration if it is Rel-18 UE. 
Then it means solution-2 above would come with a solution for remote UE to identify the relay UE releases before PC5 link establishment, and report it to the network for awareness. We tend to believe this is an optimization to motivate another optimization (PC5-RRC based method), and would lead to a security risk that exposing UE capability which requires SA3 confirmation, so not preferred. 
[bookmark: _Toc134694182]For bringing the idle/inactive relay UE to RRC_CONNECTED, RAN2 not pursue a solution where candidate relay UE indicates its release-version or capability to remote UE before PC5 link establishment. 

Issue-2: SRB Configuration
In 119bis, it was agreed that
Agreement:
For scenario 1, SRB1 and SRB2 can be configured on either the direct or the indirect path, or on both at least with duplication.  FFS if they can be configured on different paths from one another.
In 120, it was agreed that
Agreement:
Support PCell on the direct path only when the UE is in multi-path operation, for both scenario 1 and scenario 2.
There seems some collision between the two conclusions, since it makes no sense to configure SRB on SCell (indirect-path only).
In 121bis, it was still pending that 
FFS if there are cases where the configuration of non-split SRBs over indirect path is useful.
Although it is clarified that
Non-split SRB1 and 2 over indirect path is not supported in Scenario 2.
The main side-effect of allowing non-split SRB1 on an indirect-path is that would lead to a case where PCell has no problem but UE needs to perform RRC re-establishment due to indirect path RLF, which would cause service interruption.
[bookmark: _Toc134694183]To align Scenario-1 with Scenario-2, RAN2 revert the agreement on allowing indirect-path-only SRB1 and SRB2 configuration, i.e., they can be configured either on direct-path-only, or on both paths. 
Issue-3: RLF Handling
In 121, the following conclusion was reached
Agreement:
In case of Uu-RLF, at least for split SRB1, if SRB1 is available on indirect path not suspended, trigger report to network via indirect path to report the failure via a RRC message. Otherwise, RRC Re-establishment is initiated. RAN2 is requested to discuss whether the RRC message is the existing message e.g. MCGFailureInformation or a new message.
In case of PC5-RLF, if SRB1 is available on direct path not suspended, trigger report to network via direct path to report the failure via a RRC message.  FFS if an alternative case exists and what would be done in that case.  FFS which message is used.
One left issue is whether a T316-like timer is needed. 
Our reading of the conclusion above is there is no need for a such timer to lead to an additional branch of UE processing. Or if it is indeed needed, the legacy T316 can work well already in such case, i.e., no new timer needed.
	Timer
	Start
	Stop
	At expiry

	T316
	Upon transmission of the MCGFailureInformation message
	Upon receiving RRCRelease,  RRCReconfiguration with reconfigurationwithSync for the PCell, MobilityFromNRCommand, or upon initiating the re-establishment procedure
	Perform the actions as specified in 5.7.3b.5.


[bookmark: _Toc134694184]RAN2 not pursue a new timer for the MP-relay RLF handling, and further discuss whether to reuse T316 or not. 
In 121bis, it was agreed that
A remote UE in RRC_CONNECTED, upon reception of Uu RLF indication from the relay UE, suspends transmissions on the indirect path and informs the network if SRB1 is available on the direct path and not suspended, otherwise triggers re-establishment.  FFS whether to apply the same behaviour 1) when the relay UE informs the remote UE of HO; 2) When the relay UE moves to IDLE following expiry of dataInactivityTimer, if the timer is supported for the relay UE.  This agreement does not imply any conclusion on non-split SRB1 on indirect path.
For the handover case, 
1) In Rel-17, since it is limited to single-path case, when the remote UE is in RRC_IDLE / RRC_INACTIVE, it has to rely on the indication of relay UE to handle the abnormal case. While if the remote UE is in RRC_CONNECTED, the network can easily handle the issue by reconfiguring the remote UE before the handover of relay UE. 
2) In Rel-18, for multi-path relay, it is limited to RRC_CONNECTED remote UE, so we can fully rely on the network to handle the case, and thus no need to treat handover-of-relay as an abnormal case anymore.
For the inactivity timer, there were discussions in Rel-16 on the usage of it for SL UEs, and the conclusion is that it is not to be enhanced to take SL activity into account. 
So either network believes the timer cannot co-work with SL, so will not configure it for an SL UE (i.e., relay UE), or the network believes the timer can co-work with SL, i.e., can derive the SL activity based on SUI message / SL-BSR, so will configure it for an SL UE, so network should be able to handle remote UE properly without causing an abnormal case.
[bookmark: _Toc134694185]R2 not pursue remote UE RLF handling upon relay UE’s handover or expiry of dataInactivityTimer.  
[bookmark: _Toc124511482][bookmark: _Toc124511483][bookmark: _Toc124511484][bookmark: _Toc124511485][bookmark: _Toc124511486][bookmark: _Toc124511502][bookmark: _Toc124511503][bookmark: _Toc124511504][bookmark: _Toc124511505][bookmark: _Toc124511506][bookmark: _Toc124511507][bookmark: _Toc124511508][bookmark: _Toc124511509][bookmark: _Toc124511510][bookmark: _Toc124511511][bookmark: _Toc124511512][bookmark: _Toc124511513][bookmark: _Toc124511514][bookmark: _Toc124511515][bookmark: _Toc124511516][bookmark: _Toc124511517][bookmark: _Toc124511518][bookmark: _Toc124511519][bookmark: _Toc124511520][bookmark: _Toc124511521][bookmark: _Toc124511522][bookmark: _Toc124511523][bookmark: _Toc124511524][bookmark: _Toc124511525][bookmark: _Toc124511526][bookmark: _Toc124511527][bookmark: _Toc124511528][bookmark: _Toc124511529][bookmark: _Toc124511530]UP related
Given the 119 agreement
Support direct bearer (bearer mapped to direct path on Uu), indirect bearer (bearer mapped to indirect path via relay UE), and MP split bearer (bearer mapped to both paths, based on the existing split bearer framework).
For a MP split bearer in scenario 1, one PDCP entity at the remote UE is configured with one direct Uu RLC channel and one indirect PC5 RLC channel.
-	For upstream, a PDCP entity delivers to a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.
-	For downstream, a PDCP entity receives from a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.
FFS if we need to take decisions on the mapping of protocol entities in scenario 2.
For PDCP duplication, the existing design for Uu interface is described in stage-2 spec as follows
When duplication is configured for a radio bearer by RRC, at least one secondary RLC entity is added to the radio bearer to handle the duplicated PDCP PDUs as depicted on Figure 16.1.3-1, where the logical channel corresponding to the primary RLC entity is referred to as the primary logical channel, and the logical channel corresponding to the secondary RLC entity(ies), the secondary logical channel(s). All RLC entities have the same RLC mode. Duplication at PDCP therefore consists in submitting the same PDCP PDUs multiple times: once to each activated RLC entity for the radio bearer. With multiple independent transmission paths, packet duplication therefore increases reliability and reduces latency and is especially beneficial for URLLC services.
NOTE:	PDCP control PDUs are not duplicated and always submitted to the primary RLC entity.
When configuring duplication for a DRB, RRC also sets the state of PDCP duplication (either activated or deactivated) at the time of (re-)configuration. After the configuration, the PDCP duplication state can then be dynamically controlled by means of a MAC control element and in DC, the UE applies the MAC CE commands regardless of their origin (MCG or SCG). When duplication is configured for an SRB the state is always active and cannot be dynamically controlled. When configuring duplication for a DRB with more than one secondary RLC entity, RRC also sets the state of each of them (i.e. either activated or deactivated). Subsequently, a MAC CE can be used to dynamically control whether each of the configured secondary RLC entities for a DRB should be activated or deactivated, i.e. which of the RLC entities shall be used for duplicate transmission. Primary RLC entity cannot be deactivated. When duplication is deactivated for a DRB, all secondary RLC entities associated to this DRB are deactivated. When a secondary RLC entity is deactivated, it is not re-established, the HARQ buffers are not flushed, and the transmitting PDCP entity should indicate to the secondary RLC entity to discard all duplicated PDCP PDUs.
When activating duplication for a DRB, NG-RAN should ensure that at least one serving cell is activated for each logical channel associated with an activated RLC entity of the DRB; and when the deactivation of SCells leaves no serving cells activated for a logical channel of the DRB, NG-RAN should ensure that duplication is also deactivated for the RLC entity associated with the logical channel.
When duplication is activated, the original PDCP PDU and the corresponding duplicate(s) shall not be transmitted on the same carrier. The logical channels of a radio bearer configured with duplication can either belong to the same MAC entity (referred to as CA duplication) or to different ones (referred to as DC duplication). CA duplication can also be configured in either or both of the MAC entities together with DC duplication when duplication over more than two RLC entities is configured for the radio bearer. In CA duplication, logical channel mapping restrictions are used in a MAC entity to ensure that the different logical channels of a radio bearer in the MAC entity are not sent on the same carrier. When CA duplication is configured for an SRB, one of the logical channels associated to the SRB is mapped to SpCell.
It is suggested to follow the existing design whenever it is possible.
[bookmark: _Toc134694186]For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 follows legacy design as a baseline, including at least 1) all RLC entities have the same RLC mode, 2) RRC can set the duplication state (but always activated for SRB, if configured), 3) data volume threshold can be optionally configured for DRB.
There are some delta parts though.
Firstly, for MP relay, only one path allows MAC-CE delivery from gNB to remote-UE. One simple solution is to allow MAC-CE based dynamic duplication activation/deactivation via direct link. And a follow-up question is whether we can reuse the legacy duplication activation/deactivation MAC-CE directly.
[bookmark: _Toc134694187]For scenario-1 of multi-path Relay, for PDCP duplication, allows dynamic duplication (de)activation controlled by MAC-CE delivery via direct link. 
[bookmark: _Toc134694188]For scenario-1 of multi-path Relay, for PDCP duplication, the legacy “Duplication Activation/Deactivation MAC CE” and “Duplication RLC Activation/Deactivation MAC CE” can be adopted.
Secondly, for MP relay, the two paths are of different interfaces, so it is more like DC-duplication, i.e., no need to differentiate the mapping carriers of the two RLC channels. 
[bookmark: _Toc134694189]For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 does not pursue LCH-to-carrier mapping restriction.
Thirdly, since for the indirect path, the PDCP layer delivers the packet indirectly to RLC, i.e., via the SRAP layer, it is questionable whether the following behavior can be still pursued 
When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it.
[bookmark: _Toc134694190]For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 discusses whether to pursue the legacy behavior of “When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it”.
Other aspects of Scenario-2
To save the number of duplicated proposals, we suggest following the scenario-1 conclusion unless stated otherwise.
[bookmark: _Toc134694191]For scenario-2 of multi-path relay, follow the conclusion for scenario-1 unless stated otherwise.
For Case-E and Case-G, it seems against the target Cases of Scenario-2, which is mainly for the case where the connection between remote and relay UE is ideal, i.e., wired/fixed connection instead of wireless/dynamic connection, so it is not motivated to pursue the Case-E/G.
[bookmark: _Toc134694192]For Scenario-2, RAN2 down-prioritizes direct-path-change (case-G) and indirect-path change (case-E). 
On the contrary, during the switching from multi-path to single-direct-path, it can be either triggered purely by network, i.e., de-configuration of indirect path, or by UE, i.e., due to inter-UE connection failure.


Figure 1 MP-to-SP procedure for Scenario-2
[bookmark: _Toc134694193]For scenario-2 of multi-path relay, in case of failure detected on UE-UE link (by implementation), remote (or relay) can report the inter-UE connection failure to network.


Conclusion
We have the following proposals:
Proposal 1	RAN2 clarifies that direct-path-addition (Case-B) and direct-path-change (Case-E), are handled as reconfiguration-with-sync procedures where the target configuration contains both paths.
Proposal 2	RAN2 clarify direct-path-release (Case-D) is handled as a reconfiguration-with-sync procedure where the target configuration contains an indirect path only.
Proposal 3	RAN2 clarifies that indirect-path-addition (Case-A), indirect-path-release (Case-C) and indirect-path-change (Case-G) are handled without using reconfiguration-with-sync.
Proposal 4	RAN2 discusses introducing a timer to handle the indirect-path-addition (Case-A) and indirect-path-change (Case-G) failure.
Proposal 5	For bringing the idle/inactive relay UE to RRC_CONNECTED, RAN2 not pursue a solution where candidate relay UE indicates its release-version or capability to remote UE before PC5 link establishment.
Proposal 6	To align Scenario-1 with Scenario-2, RAN2 revert the agreement on allowing indirect-path-only SRB1 and SRB2 configuration, i.e., they can be configured either on direct-path-only, or on both paths.
Proposal 7	RAN2 not pursue a new timer for the MP-relay RLF handling, and further discuss whether to reuse T316 or not.
Proposal 8	R2 not pursue remote UE RLF handling upon relay UE’s handover or expiry of dataInactivityTimer.
Proposal 9	For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 follows legacy design as a baseline, including at least 1) all RLC entities have the same RLC mode, 2) RRC can set the duplication state (but always activated for SRB, if configured), 3) data volume threshold can be optionally configured for DRB.
Proposal 10	For scenario-1 of multi-path Relay, for PDCP duplication, allows dynamic duplication (de)activation controlled by MAC-CE delivery via direct link.
Proposal 11	For scenario-1 of multi-path Relay, for PDCP duplication, the legacy “Duplication Activation/Deactivation MAC CE” and “Duplication RLC Activation/Deactivation MAC CE” can be adopted.
Proposal 12	For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 does not pursue LCH-to-carrier mapping restriction.
Proposal 13	For scenario-1 of multi-path Relay, for PDCP duplication, RAN2 discusses whether to pursue the legacy behavior of “When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it”.
Proposal 14	For scenario-2 of multi-path relay, follow the conclusion for scenario-1 unless stated otherwise.
Proposal 15	For Scenario-2, RAN2 down-prioritizes direct-path-change (case-G) and indirect-path change (case-E).
Proposal 16	For scenario-2 of multi-path relay, in case of failure detected on UE-UE link (by implementation), remote (or relay) can report the inter-UE connection failure to network.

[bookmark: _In-sequence_SDU_delivery]
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