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1. Introduction
In the RAN2 #121 meeting, RAN2 made following assumption [1]. In this contribution describes the relationship between LCM and data collection frameworks.
	Data Collection
Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 3	RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.
Proposal 4	Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.
Proposal 5	When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.
Proposal 7	Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8	For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary.

P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g. analyse other methods.

Endorse the table (below) as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting.
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	Procedure latency***:
Latency to enter CONNECTED state
Latency to receive gNB request signaling (~20ms)
Air interface signaling latency****: 
~20ms (RRC)
Other latency:
Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	Procedure latency:
Report interval: 
l20ms~30min for periodic report
TTT for event triggered report
Air interface signaling latency:
~20ms (RRC)
Other latency:
Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	Procedure latency:
Report interval: 
l20ms~30min for periodic report
TTT for event triggered report
Air interface signaling latency:
20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	Procedure latency:
Report interval: 
4-320 slot for periodic report and semi-persistent report 
0-32 slot after reception of DCI for aperiodic report 
Air interface signaling latency:
1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	Procedure latency:
Upon generation of UE's preference
Air interface signaling latency:
~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	Procedure latency:
Latency to enter CONNECTED state
Latency to receive gNB request signaling (~20ms)
Air interface signaling latency: 
~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	Procedure latency:
Latency to get upper layer trigger (for UE triggered)
Or latency to receive NW request message (~20ms)
Air interface signaling latency: 
~20ms (RRC)
Other latency:
Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message



Note:
* The payload size doesn't consider signaling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g. entering CONNECTED state, report interval)
****Air interface signaling latency is the latency to transmit one report, e.g. RRC signaling latency or PUCCH signaling latency.   



2. Discussion
The following techniques are currently being discussed for LCM in RAN1.
· Training phase
· Data collection
· Model training/update
· Model delivery/transfer
· Model identification
· Inference phase
· Model activation/deactivation
· Model monitoring	
RAN2 has analysed and summarized the existing frameworks for data collection.
The data collected by these data collection frameworks are expected to be used in other LCM methods, and different LCM require different data and different data characteristics.
Therefore, the relationship with data collection should be summarized by studying whether each LCM requires data and the data requirements of each LCM.
First, the following is a description of the data requirements for each LCM.
· Model training/update
A data set used for model training is required. Enough dataset, either the model input data only or a set of data with output data, must be prepared in advance before training is executed.
· Model delivery/transfer
No other data collection is required since models are only transmitted between NW entities and between NW and UE.
· Model identification
No data collection is required since it only registers and shares models that can be used between UEs and NWs.
· Model activation/deactivation
Based on the results of model monitoring, more effective models are selected. In other words, data collected from model monitoring is necessary.
· Model monitoring
Data that can be used as an indicator for performance assurance when using models is necessary.
From the above, it is expected that data collection will be used mainly for model training/update and model monitoring.
By analysing the requirements for each LCM technique, such as the entity using the data, the expected data size, the contents of the data to be used, and the latency, it will be possible to determine an appropriate data collection framework.
Table: relations between LCM methods and appropriate data collection framework
	LCM methods
	Entity Using data
	Expected data size
	Contents of the data to be used
	Latency requirements
	Appropriate data collection framework

	Model training
	NW entity performing the training
	Enough data for model training
	Dataset containing model inputs and outputs. Detail depends on use case.
	Data set is used after enough data has been collected, so latency is not a consideration
	FFS

	Model update
	NW entity performing the training
	Amount of data needed to update the model, assuming less than training
	Dataset containing model inputs and outputs. Detail depends on use case.
	If online training is performed, latency within which data can be provided as a stream
	FFS

	Model monitoring
	NW entity determine model activation/deactivation
	Amount of information needed to guarantee performance, assuming less than training 
	Performance Indicators. Details depends on use case.
	Low latency to follow quality changes
	FFS



RAN2 should study the relationship between LCM and data collection framework, using the above table as a baseline. In addition, further detailed analysis (e.g., KPIs for each use case, data sets, specific NW entity, etc.) and the need for additional items should be discussed. It is especially desirable to be able to provide details on the specific contents of the data. This point is also under discussion in RAN1 and should be updated in line with RAN1 discussions.
Proposal 1: 	The relationship with data collection should be summarized by studying whether each LCM requires data and the data requirements of each LCM.
Observation1: 	It is expected that data collection will be used mainly for model training/update and model monitoring.
Proposal 2: 	RAN2 should study the relationship between LCM and data collection framework, using the above table as a baseline.
3. Conclusion
Our observations and proposals are summarized below.
Proposal 1: 	The relationship with data collection should be summarized by studying whether each LCM requires data and the data requirements of each LCM.
Observation1: 	It is expected that data collection will be used mainly for model training/update and model monitoring.
Proposal 2: 	RAN2 should study the relationship between LCM and data collection framework, using the below table as a baseline.
Table: relations between LCM methods and appropriate data collection framework
	LCM methods
	Entity Using data
	Expected data size
	Contents of the data to be used
	Latency requirements
	Appropriate data collection framework

	Model training
	NW entity performing the training
	Enough data for model training
	Dataset containing model inputs and outputs. Detail depends on use case.
	Data set is used after enough data has been collected, so latency is not a consideration
	FFS

	Model update
	NW entity performing the training
	Amount of data needed to update the model, assuming less than training
	Dataset containing model inputs and outputs. Detail depends on use case.
	If online training is performed, latency within which data can be provided as a stream
	FFS

	Model monitoring
	NW entity determine model activation/deactivation
	Amount of information needed to guarantee performance, assuming less than training 
	Performance Indicators. Details depends on use case.
	Low latency to follow quality changes
	FFS
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