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1. Introduction
RAN2 reached agreements regarding Model ID as follows:
	RAN2 #119b
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
RAN2 #119b
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
RAN2 #121
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 


In this contribution, we discuss architecture general related to the model ID and mapping of functionality to entities focusing on the CSI/beam prediction use case.
2. Discussion 
2.1 Model ID
2.1.1 Model ID Type
There can be multiple models for a single functionality. In terms of model validation and management in the network, it is beneficial that the network is aware of the training site. A model can have different characteristics depending on where it was trained. For this, a training site ID can be necessary. For example, it can represent NW operator ID (if model is trained by NW), UE ID (if model is trained by a UE), and UE vendor ID (if model is trained by UE vendor). Information about where it was trained may be used for the validation of the model e.g., by checking reliability of the model training sites, and may also be used to set up a suitable model for each UE. For the reasons, it seems beneficial if training site ID can reflect the training site of the model. The training site ID can be included in the global mode ID for network management of the various models.
Proposal 1. To study the training site ID with the following assumptions:
· The training site ID indicates the training location, e.g., NW operator ID, UE ID, and UE vendor ID
· The training site ID is included in the global model ID structure
A formal model ID may be too long to uniquely identify models globally. Using such a long ID over radio networks is not efficient. It would be beneficial if a formal model ID is temporarily mapped to a shorter model ID and the temporary model ID is used over 3GPP radio interface. To identify a model by a temporary model ID, some dictionary or encoding/decoding mechanism may be needed to enable translation between temporary IDs and formal IDs. So, we propose to discuss how to provision temporary ID in relation to formal model IDs. How to provision temporary IDs may be also dependent on model transfer/delivery methods. 
Proposal 2. To study temporary model ID with the following assumptions:
· Temporary model ID is temporarily mapped to a global model ID. FFS where/how the mapping is done (considering model transfer/delivery methods)
· Temporary model ID is used to control model over radio interface 
2.1.2 Model ID Use Cases
From the LCM perspective, if multiple models are configured for a single functionality, different model should be assigned a different model ID. There are scenarios where the model ID is needed for model management as follows:
Scenario 1) When the location of model training and model inference is different:
· Model ID is included along with the model-related configuration (model transfer/delivery) from model training site.
· Model ID is included in model inference results from model inference site. 
· Model ID and model inference results can be referred to model training in model training site. 
· There are two use cases:
· UE-sided training / NW-sided inference
· NW-sided training / UE-sided inference
Scenario 2) When the location of model inference and model monitoring is different:
· Model ID is included in the model inference results from model inference site.
· Model ID and the model inference results can be referred to the model monitoring for activation/deactivation/switching of the corresponding model in model monitoring site.
· There are two use cases:
· UE-sided inference / NW-sided monitoring
· NW-sided inference / UE-sided monitoring
Scenario 3) When the location of model monitoring and model training is different:
· Model ID is included in the model monitoring-related information, e.g., accuracy, performance metric, etc., from model monitoring site 
· Model ID and model monitoring-related information is used for model training in model training site
· There are two use cases:
· UE-sided monitoring / NW-sided training
· NW-sided monitoring / UE-sided training
[bookmark: _Hlk131770823]Therefore, it is proposed to study each scenario or combination of scenarios for requiring Model ID configuration to define why a model ID is needed and how it is used.
[bookmark: _Hlk131780808]Proposal 3. To study each scenario and/or combination of scenarios that requires Model ID configuration to define why a model ID is needed and how it is used.
· Scenario 1) The location of model training and model inference is different
· Scenario 2) The location of model inference and model monitoring is different
· Scenario 3) The location of model monitoring and model training is different
For example, in the case of a combination of sceanrio1 and scenario 2, the network and the UE can operate as follow:
[image: ]
<Figure 1. signaling procedures of beam management>
Step 0. The Network sends beam resource configuration and report configuration for model training.
Step 1. The UE performs measurement and sends the measurement results.
Step 2. The network performs model training for several models. [Model Training]
Step 3. The network transfer models with model IDs and sets model related configurations for multiple models. Each model configuration can have beam resource configuration and report configuration for model inference. Each model configuration can have report configuration for the calculation of performance metric for model monitoring.
Step 4. The network sends model activation command with a model ID.
Step 5. The UE sends model inference results with model ID. [Model Inference]
Step 6. The network can facilitate the inference result for training the model indicated by model ID [Model Training]
Step 7. The UE sends a report related to model monitoring configuration with model ID.
Step 8. The network recognizes the model based on the model ID and evaluates the model based on the report related to model monitoring. The network can also use model inference results for model monitoring. [Model Monitoring]
Step 9a. The network sends model deactivation/switching command with the model ID.
Step 9b. The network sends model update configuration with the model ID.

As a starting point, RAN2 can study above scenario that requires Model ID. Also, we can capture the above procedures in TR for further discussion with the consensus in RAN2.
Proposal 4: Capture the above procedure that requires Model ID for CSI/beam prediction use case into the TR
2.2 Mapping of Functionality to Entities
RAN2 is currently discussing the model transfer/delivery for various entities such as gNB, CN, and servers. The location of model transfer/delivery is related to the location of model training. As per the RAN1 agreements, the model training can be performed by UEs, NW, and neutral sites. To align with this, RAN2 can also open to studying for multiple entities for model training rather than assuming a single entity.
	RAN1 #112 Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format 
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side





Observation 1. RAN1 has made an agreement related to training location that model training can be performed by UEs, NW, and neutral sites. To align with this, RAN2 can also open to studying for multiple entities for model training rather than assuming a single entity.
Regarding Model inference, it should be performed at the entity responsible for the actual legacy operation for each use case. Otherwise, there would be duplicated unnecessary operations in the other entity. Accordingly, for CSI and Beam use cases, the gNB can be the target entity for the NW-sided model.
Observation 2. Model inference should be performed at the entity responsible for the actual legacy operation for each use case. Accordingly, for CSI and Beam use cases, the gNB can be the target entity for the NW-sided model.
As for the Model monitoring, RAN1's agreement was reached as follows. For the CSI and Beam use cases, regardless of whether it is UE-sided monitoring or NW-sided monitoring, the NW (gNB) is involved in the configuration/signaling for monitoring. 
	RAN1 #112 Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and re]=porting overhead of model monitoring mechanism should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
Other aspect(s) is not precluded


For NW-sided monitoring, the gNB can understand the results of CSI or Beam-related model monitoring. Therefore, the gNB should be responsible for the model monitoring to comprehend the inference results and ensure timely model updates.
Observation 3. For NW-sided monitoring, the gNB can understand the results of CSI or Beam-related model monitoring. Therefore, the gNB should be responsible for the model monitoring to comprehend the inference results and ensure timely model updates.
For UE-sided monitoring, the UE is responsible the model monitoring. However, the involvement of the gNB may vary depending on whether the UE forwards the monitoring results to the NW or not.
Observation 4. For UE-sided monitoring, the UE is responsible the model monitoring. However, the involvement of the gNB may vary depending on whether the UE forwards the monitoring results to the NW or not.
Therefore, for CSI/Beam use cases, it is proposed to take a base line for mapping functionality of entities as follows:
· Model training: CN/Server/gNB/UE
· Model inference: gNB/UE
· Model Monitoring: gNB/UE
	Use case
	Model Training
	Model Inference
	Model Monitoring

	1.CSI compression
	CN/Server/gNB/UE
	-CSI generation: UE
-CSI reconstruction: gNB
	-NW sided monitoring: gNB
-UE sided monitoring: UE

	2.CSI prediction
	CN/Server/gNB/UE
	-NW sided model: gNB
-UE sided model: UE
	-NW sided monitoring: gNB
-UE sided monitoring: UE

	3.Beam management
	CN/Server/gNB/UE
	-NW sided model: gNB
-UE sided model: UE
	-NW sided monitoring: gNB
-UE sided monitoring: UE


<table 1. Functionality Mapping table of entities for CSI/Beam use cases >
Proposal 5. For CSI/Beam use cases, to take a baseline for mapping functionality of entities as follows:
· Model training: CN/Server/gNB/UE
· Model inference: gNB/UE
· Model Monitoring: gNB/UE
3. Conclusion
[bookmark: OLE_LINK5]Proposal 1. To study the training site ID with the following assumptions:
· The training site ID indicates the training location, e.g., NW operator ID, UE ID, and UE vendor ID
· The training site ID is included in the global model ID structure
Proposal 2. To study temporary model ID with the following assumptions:
· Temporary model ID is temporarily mapped to a global model ID. FFS where/how the mapping is done (considering model transfer/delivery methods)
· Temporary model ID is used to control model over radio interface 

Proposal 3. To study each scenario and/or combination of scenarios that requires Model ID configuration to define why a model ID is needed and how it is used.
· Scenario 1) The location of model training and model inference is different
· Scenario 2) The location of model inference and model monitoring is different
· Scenario 3) The location of model monitoring and model training is different
Proposal 4: Capture the above procedure that requires Model ID for CSI/beam prediction use case into the TR
Observation 1. RAN1 has made an agreement related to training location that model training can be performed by UEs, NW, and neutral sites. To align with this, RAN2 can also open to studying for multiple entities for model training rather than assuming a single entity.
Observation 2. Model inference should be performed at the entity responsible for the actual legacy operation for each use case. That is, for CSI and Beam use cases, the gNB can be the target entity for the NW-sided model.
Observation 3. For NW-sided monitoring, the gNB can understand the results of CSI or Beam-related model monitoring. Therefore, the gNB should be responsible for the model monitoring to comprehend the inference results and ensure timely model updates. 
Observation 4. For UE-sided monitoring, the UE is responsible the model monitoring. However, the involvement of the gNB may vary depending on whether the UE forwards the monitoring results to the NW or not.
Proposal 5. For CSI/Beam use cases, to take a baseline for mapping functionality of entities as follows:
· Model training: CN/Server/gNB/UE
· Model inference: gNB/UE
· Model Monitoring: gNB/UE
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