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Introduction
At RAN2#121 meeting, the SI AIML for air interface was discussed. Some agreements are achieved regarding the following aspects: data collection, model transfer/delivery, model ID & UE capability and general aspect (as shown in Annex 5.3 at the end of this paper). The discussion about data collection, model transfer/delivery and model ID will be provided in our other contribution papers dedicated for 7.16.2.1 – 7.16.2.3 sections in agenda. Therefore, in this discussion paper, we discuss model controls (beyond/other than model transfer/delivery) and model monitoring, following RAN2#121b-e agenda.
Discussion
Discussion on AI/ML Model control
Terminologies related to Model control
The terminologies related to model control mainly involve two procedures.
(1) The procedure that one side sends model information to the other side. Model transfer/delivery is used to describe this procedure. The difference lays on that model transfer refers to that the model information is transferred in specified way, while the model parameters and structure are 3GPP-specified. Model delivery is more generic, i.e. it refers to the model is delivered via containers and transparently to specification.
(2) The procedure that one side sends indications to the other side about how to operate models. Model control is used to describe this procedure. Currently, several detail kinds of operations methods are discussed. For example, if NW is controlling the model control, the NW can indications UE to activate/deactivate specific models, switch applied models based on changing scenarios.

Based on the latest RAN1 progress, we understand (1) is only applicable for two-sided AI/ML model (for CSI feedback compression) needs it, and (2) is applicable for both UE-sided AI/ML model and two-sided AI/ML model.
In this paper, our discussion is based on assumption that the NW side owns the model and controls the model control.
Proposal 1: RAN2 to study the following categories for the model control:
(1) for two-sided AI/ML model, NW sends model information to UE, e.g. model transfer/delivery
[bookmark: OLE_LINK3][bookmark: OLE_LINK4](2) for UE-sided/two-sided AI/ML model, NW sends indications to UE to operate model(s), e.g. model activation/deactivation, model selection/switching/fallback, model update/model parameter update

Model control
In the RAN1#110b-e meeting, the following agreements have been achieved for model control in LCM.
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations.
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



In the RAN1#111 meeting, the following agreements have been achieved for model control in LCM.
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



In the RAN1#112 meeting, the following agreements were achieved for model control regarding functionality-based LCM and model-ID-based LCM:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model



In RAN1 AI/ML use cases, a model cannot always perform better than others due to changing radio environment and UE mobility. Thus, LCM is introduced for preventing performance decline, via model control. For LCM procedures, as mentioned by RAN1, the basis is that both NW and UE have reached consensus for specific models, as well as the related model IDs with associated information and model functionality. For example, in UE sided model configured by NW, the NW side can use a model list to configure a set of models, where each model is corresponding to a model ID and applied case. The model ID can further be replaced by normal indexes, to prevent vendor privacy leakage. Beside the model ID, the functionality can also be used to configure models. 
After the model configuration, the NW and UE side can use the model/functionality ID or indexes to indicate the target operation models. The detail model control include model selection, activation, deactivation, switching and fallback. Currently, since RAN1 has agreed decided two operation mechanisms, i.e. operation decided by NW and operation decided by the UE, we shall analyse them respectively.
For the NW-decided approach, the NW side can initiate model control according to system performance and UE measurement results. After the operation decision is made, for UE sided models and two-sided models, the NW should inform the results to UE, e.g. via RRC reconfigurations. For example, in the CSI-RS feedback enhancement use case, the NW can decide and indicate the UE to use another model for channel encoding, for better performance. On the other hand, the NW can also configure the UE with model control trigger conditions. Then if the conditions are fulfilled in the UE side, the UE can request the NW for model control. Meanwhile, the UE can further report the specific triggered conditions and related measurements, to provide reference for the NW side.
For the UE-decided approach, the UE can also send similar trigger conditions to the NW, and it is the NW side to judge whether the conditions are fulfilled and initiate model control requests to the UE side. For example, in the BM case, if the accuracy of the predicted top beam by AI model in UE is below a certain threshold, the NW can request the UE to switch the model for prediction. However, since the NW side usually has a more comprehensive system acknowledge, while UE only owns individual information, it will be better to let NW side make the operation decision.
In general, we think UE-decided approach may not be as good as NW-decided approach, from performance point of view. In addition, if the AI/ML model does not work well or if some issues happen at UE side but not known by the network, it may bring lots of efforts for identifying and solving problems.
Observation 1: For UE-decided approach, we think it may not be as good as NW-decided approach, and it may bring some efforts for identifying and solving problems.
Proposal 2: For NW sending indications to UE to operate model(s), RAN2 to study NW-decided approach and UE-decided approach.
Proposal 3: For NW-decided approach, network can initiate configuration, and send it to the UE. It includes at least model ID or functionality ID. 
Proposal 4: For UE-decided approach, it is proposed to discuss the motivation and benefits of UE-autonomous approaches.
For NW-decided approach, as analysed in our contribution R2-2301577 from last RAN2#121 meeting, if NW sends indications (but not model information) to UE to operate model(s), we think at least RRC signalling should be supported, the reasons are listed as below:
· It is secure, and TS 38.331 has the following definition
· Once AS security is activated, all RRC messages on SRB1, SRB2, SRB3 and SRB4, including those containing NAS messages, are integrity protected and ciphered by PDCP.
· For the transmission delay, we think one DL RRC message may take tens of milliseconds or even less, which should be enough for transmitting the indications
· It is flexible
Besides RRC signalling, MAC CE may be considered.
For the transmission of indications from the NW to the UE, we think it should at least include the following components:
· Transmission delay in Uu interface
· Processing delay, i.e. the time between when the UE gets the indications and when it really applies the model. Usually the processing delay is longer than the transmission delay
For transmission delay, we think MAC CE may take less delay than RRC signalling, e.g. by tens of milliseconds. However, for processing delay, we are not sure whether it will be much longer than transmission delay or not. If yes, we think the total delay will not make much differences between two options.
Additionally, DCI signalling could also be considered for model controlling indications that sent by NW to UE. For the transmission delay, DCI, as a L1-signalling, may take even less delay than MAC CE. However, if the security requirement is fulfilled or not for DCI to carry a model controlling indications is still not clear, for example, RRC signalling comes with integrity protection and encryption. And similar to the discussion above, we are not sure if the processing delay of DCI is much longer than transmission delay or not. 
Observation 2: For transmission of indications from NW to the UE, the following components are included: transmission delay and processing delay.
Observation 3: Processing delay may dominate the whole delay for model control like model switching. Whether to use RRC signalling/MAC CE/DCI signalling depends on the ratio of processing delay in the whole delay, which might require RAN1 inputs.
Proposal 5: For NW sending indications to UE to operate model(s), e.g. model activation, model switching, at least RRC signalling should be supported.

Discussion on AI/ML Model monitoring
Model monitoring identifies the adaptiveness between AI/ML model and environment, which provides the main reference to activate/deactivate/select/switch/update model in time and avoid performance decline. Model monitoring requires to collect information that reflects the model status/effects, and thereby the corresponding measurement and report can be considered for potential spec impact. For the monitoring manner, depending on the execution node (e.g., gNB and UE), it can be classified as following three cases:
· Case1. UE-side Monitoring for AI/ML Model
· UE collects inputs for monitoring and calculates monitoring KPI
· UE makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
· Case2. NW-side Monitoring for AI/ML Model
· NW (e.g. gNB) collects inputs for monitoring and calculates monitoring KPI
· NW (e.g. gNB) makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
· Case3. Hybrid Monitoring for AI/ML Model
· UE collects inputs for monitoring, calculates monitoring KPI and feedback the KPI to NW (e.g. gNB)
· NW (e.g. gNB) makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
Case1 can be applied to monitor the UE-side model, with potentially requesting Network to send assistant signals (AI/ML-related RS, etc.) to facilitate the UE to obtain monitoring inputs. Since Network is responsible for the performance of entire cellular network (so it takes the obligation to guarantee the robust performance), Network can configure the threshold criterion (e.g. threshold for system throughput and/or intermediate KPI, etc.) to UE to facilitate the UE to make a proper decision. Additionally, after UE making decision, UE may need to report the decision to Network and Network can indicate the UE to execute the decision accordingly. Case2 is applicable to at least Network-side model and the two-sided model, in which Network can collect the monitoring inputs and calculate the KPI. The inputs can be the feedback from UE including ground-truth labels or instantaneous performance indicator (e.g., throughput, ACK/NACK, etc.). Case3 is applicable to Network-side model, UE-side model and Two-sided model.
As for the metrics for monitoring discussed in our previous companion contribution R1-2208428, there are two options for model monitoring: 1) inference accuracy and 2) system performance. For Metric1, taking CSI compression as an example, with UE sending the ground-truth CSI label to Network, Network can monitor the instantaneous inference accuracy of AI/ML-based CSI feedback. Also, for BM, UE can feedback the measured ground-truth optimal beam index obtained during monitoring window for monitoring of the Network-side BM. For positioning, PRU can feedback the instantaneous ground-truth location to Network for monitoring the positioning accuracy. For Metric2, it can be useful to reflect the average and overall performance of the AI/ML model as they can be statistics over a long period of time.
The spec impacts include the signalling for supporting the model monitoring. For example, the report of the monitoring metrics and/or monitoring decision, configuration of triggering-events and/or threshold, data collection-related signalling such as enhancement of existing RS (e.g. CSI-RS and/or SRS), etc. Therefore, the following proposal is made:
Proposal 6: It is proposed RAN2 to discuss case 2 and 3:
· Case2. NW-side Monitoring for AI/ML Model
· Network collects data and makes decision, and then Network indicates the UE to execute the decision accordingly
· Case3. Hybrid Monitoring for AI/ML Model
· Network may configure a threshold criterion to UE to facilitate UE to make decision.
· UE may need to report the decision to Network and Network indicates the UE to execute the decision accordingly.

Proposal 7: It is proposed RAN2 to discuss the benefits and impacts for case 1.
Conclusion
For this paper, we mainly discuss AI/ML Model control (beyond/other than model transfer/delivery)and model monitoring. It is proposed:
For AI/ML model control
Proposal 1: RAN2 to study the following categories for the model control:
(1) for two-sided AI/ML model, NW sends model information to UE, e.g. model transfer/delivery
(2) for UE-sided/two-sided AI/ML model, NW sends indications to UE to operate model(s), e.g. model activation/deactivation, model selection/switching/fallback, model update/model parameter update
Proposal 2: For NW sending indications to UE to operate model(s), RAN2 to study NW-decided approach and UE-decided approach.
Proposal 3: For NW-decided approach, network can initiate configuration, and send it to the UE. It includes at least model ID or functionality ID. 
Proposal 4: For UE-decided approach, it is proposed to discuss the motivation and benefits of UE-autonomous approaches.
Proposal 5: For NW sending indications to UE to operate model(s), e.g. model activation, model switching, RRC signalling should be supported.

Observation 1: For UE-decided approach, we think it may not be as good as NW-decided approach, and it may bring some efforts for identifying and solving problems.
Observation 2: For transmission of indications from NW to the UE, the following components are included: transmission delay and processing delay.
Observation 3: Processing delay may dominate the whole delay for model control like model switching. Whether to use RRC signalling/MAC CE depends on the ratio of processing delay in the whole delay, which might require RAN1 inputs.

For AI/ML model monitoring
Proposal 6: It is proposed RAN2 to discuss case 2 and 3:
· Case2. NW-side Monitoring for AI/ML Model
· Network collects data and makes decision, and then Network indicates the UE to execute the decision accordingly
· Case3. Hybrid Monitoring for AI/ML Model
· Network may configure a threshold criterion to UE to facilitate UE to make decision.
· UE may need to report the decision to Network and Network indicates the UE to execute the decision accordingly.
Proposal 7: It is proposed RAN2 to discuss the benefits and impacts for case 1.
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