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Introduction
In the last RAN2 #121 meeting [1], the following agreements are achieved:
	Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).


A table about the relations between solutions and use cases has been claimed as follows:
	Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement






Further in [2], a table which lists the pros and cons of the model delivery/transfer solutions is provided and has been agreed to serve as a starting point for continued discussions.
In this discussion paper, we shall provide our further opinions for model transfer.
Discussion
In this section, we would like to discuss the following aspects for each candidate model delivery/transfer solution:
· Performance related analysis
· Mobility related analysis
· RLF related analysis

Performance related analysis
In solution 1a, the model is transferred via control plane in the Uu interface. The radio bearer carrying the models could be SRB2/4 or a new SRB, regarding the transferred data amount. In general, comparing to DRBs, SRBs have higher priorities and can transfer model with less latency comparing to other candidate solutions. However, if the data amount of the transferred model is much larger than traditional RRC signallings, e.g. ten to hundreds MB, there will be some challenges for Solution 1a.
According to TS 38.331, for each DL RRC message, it can at most be divided into 5 segments and each segment supports at most 9kB data amount, due to the PDCP SDU limitation. Thus, within one RRC message, at most 45kB model data can be included. Meanwhile, the data size of a complete AI model can vary from several to hundreds MBs. 
	[bookmark: _Toc12642591][bookmark: _Toc37231930][bookmark: _Toc46501985][bookmark: _Toc51971333][bookmark: _Toc52551316][bookmark: _Toc115389951]7.10	Segmentation of RRC messages
An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].



A straightforward solution would be extending the number limitation of the segments while this will introduce another issue. According to TS 38.300, quoted as the follows, the RRC message segments should be transferred continuously. Therefore, if an RRC message containing AI models with a large number of segments is transferred on the air-interface, the other conventional RRC messages, e.g. RRC reconfigurations for UE mobility, will be delayed, and thus causing severe problems like RLF. On the other hand, the continuity limitation is simply removed, because in the segments, there will only be segment identifiers, but without the RRC-TransactionIdentifier. Then in the scenario where multiple RRC messages are transferred in segment, the UE cannot figure out the correspondence between the segments and their belonging RRC messages. For example, as in figure.1, after the two segments transmission of RRC message A and B, another RRC message C is transferred. Then for the next segment 3, the UE is not able to know whether it belongs to A or B.
[image: ]
Figure.1 Example of RRC message segments transfer without continuity limitation.
An appropriate solution to this issue might be to include the RRC-TransactionIdentifier into each segment. Then at the expense of small overhead costs, the important RRC signallings can jump into the queue of the model transfer signallings and ensure the rest segments to be correctly received.
For those extremely large model size, usually over tens to hundreds of MBs, if the model is transferred via SRB1/SRB2, the data transmission via DRBs will be delayed for a long time until the model is completely transferred. On the other hand, if the model is transferred via SRBs with a low priority (e.g. SRB4 like SRB), it will minimize the impacts on data transmission via DRBs, but the model transfer latency may be large. In our opinion, there is a trade-off between the transmission latency and impacts to other data, and we think both CP and UP solutions can meet different requirements for model transfer/delivery.
In solution 2b and 3b, the 5GC can transfer/deliver AI models to UE via UP data. Though it seems that the delivery of large-size models can be perfectly supplemented and fit the current specification, the two solutions still raise issues for the delay sensitive cases. The related procedures will introduce extra latency and may introduce performance decline due to the delayed model update.
Observation 1: Both CP and UP solutions can meet different requirements for model transfer/delivery, and there is a trade-off between the transmission latency and impacts to other data.

In solution 2a, the CN can transfer/deliver AI models to UE via NAS signalling. For small-size model delivery, the currently specialized NAS signalling transmission mechanism can support it. For those large-size models, the NAS signalling containing models shall be segmented. The segmentation can be done either in CN or gNB. However, wherever the segmentation is adopted, the model transfer latency may be larger than solution 1a, due to the additional transmission over NG interface. Besides, since NAS signalling is transferred via SRB2, a large number of segments of NAS signalling will also impact the transmission of UP data.
In solution 3a, the LMF can transfer/deliver AI models to UE via LPP signalling. According to TS 23.273, the positioning protocol messages and location event reports between a target UE and an LMF via a serving AMF is based on N1 reference point and using NAS Transport message. Therefore, in face of large-size model transfer via LPP signalling, solution 3a shall meet the same issues with solution 2a.
Observation 2: For a large-size model, solution 2a and 3a face similar problems as solution 1a, e.g. segmentation of the message carrying the model information.

Proposal 1: It is proposed RAN2 to capture observation 1 and 2 as pros/cons for solutions.

In solution 1b, the gNB can transfer/deliver AI models to UE via UP data. Naturally, solution 1b can support large-size model delivery. To meet different model delivery latency demands, diverse QoS parameters can be applied. However, we need to note that the QoS parameters are decided in the 5GC side, the gNB is not permitted to privately set the QoS parameters. Besides, how to deal with the UP transmission of the models and legacy UP data is still unclear. Overall, though solution 1b has the potential capacity to deliver large-size models while meet the latency demands, the supplementation will be quite complicated and difficult to realize.
In the SID [3], it mentions that the current RAN architecture should be considered, and solution 1b is likely to impact the current RAN architecture because it is going to introduce gNB-terminated DRB, so it should be avoided.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

Proposal 2: Solution 1b should not be considered as a candidate solution if the principle is to introduce gNB-terminated DRB.

In solution 4, we first need to note that the OAM should be excluded from the server side, since OAM is within 3GPP scope, and a server, e.g. OTT, can transfer/deliver AI models to UE and the delivery procedure is transparent to 3GPP. As mentioned in the last RAN2 121 meeting, if 3GPP network can be aware of AI/ML model in this solution, the network can provide appropriate 5QIs for model delivery to fulfil different QoS requirements, including large-size models delivery. Nevertheless, it is unclear how to realize the interaction between 3GPP network and server, while the detail delivery configurations may also not be under 3GPP control. On the other hand, if there is not any interaction between 3GPP network and server, then the model delivery latency cannot be guaranteed, thus may introduce performance declines. Overall, solution 4 is not practical in the terms of performance-based analysis.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Proposal 3: For the description of solution 4, it is proposed to remove OAM because OAM are standard 3GPP network eneitites.

Mobility related analysis
Due to the UE mobility, an HO procedure may take place during model delivery. In the rest of this sub-clause, we shall analyse the challenges and potential solutions when the candidate model delivery solutions in the face of HO.
For solution 1a, according to the current specification, once the UE has HO to the target cell, it will delete the RRC signalling received from the source cell, including the received segments of models, and then starts the model transfer in the target cell from the beginning. Then, this may slow down the transfer progress. If the model size is large without restrict requirements (e.g. can be long latency), the above issue seems not critical. For the delay sensitive cases, the source node should inform the target node of the model delivery progress in the source cell. The detail methods of the presentation and interaction for progress can be further studied.
Observation 4: In solution 1a, during HO, if the source node does not inform the target node of the model delivery progress in the source cell, it will lead to the consenquence that NW starts the model transfer in the target cell from the beginning.

For solution 1b, in similar to solution 1a, the source node should inform the target node of the model delivery progress. Besides, the source node may have configured related 5QIs for the model delivery. To keep a stable QoS for model delivery, the source node needs to further inform the target node of the configured 5QIs. This will introduce extra interaction between nodes and lead to more model delivery latency.
Observation 5: In solution 1b, during HO, additional interaction between nodes are needed and the model delivery latency may not be guaranteed.

For solution 2a/3a/2b/3b, the 5GC is aware of model delivery progress at the source node. Therefore, once the UE has HO to the target cell, 5GC only needs to continue the model delivery procedure at the target node.
Observation 6: In solution 2a/3a/2b/3b, during HO, the 5GC continues the model delivery procedure at the target node based on the delivery progress.

For solution 4, since the model delivery is transparent to 3GPP, how to keep continuity among HO procedures should be studied by server vendors. Considering the target node may not hold the same demands for model delivery latency, the 3GPP network should inform server of the updated delivery demands. 
Observation 7: In solution 4, it needs some interactions between 3GPP network and server in order to keep continuity.

Proposal 4: It is proposed RAN2 to capture observation 4, 5, 6 and 7 as pros/cons for solutions.

RLF related analysis
For the RLF case, once the UE is in an ongoing model delivery procedure, while an RLF occurs and the UE re-establishes to the network, we think previous model delivery procedure should be able to resume, i.e. the UE holds the previously received parts of AI models and the network side continues to deliver the rest parts. In the rest of this sub-clause, we shall analyse the challenges and potential solutions when the candidate model delivery solutions in the face of RLF occasion.
According to the current specification about RRC segment, once RLF occurs during the segment transmission, the previously received segments will be deleted by the UE. For solution 1a, to save the entire time cost for model delivery, once RLF occurs during the model delivery via RRC signalling segments, the previously received model segments should be stored by the UE, instead of deletion. Then if UE re-establishes to the last serving cell, the UE should report the model delivery progress and the model delivery is able to continue. On the other hand, if the UE re-establishes to another cell, the latter should not only be informed of the model delivery progress, but also the information about how the model is segmented. 
For solution 1b, it is similar to solution 1a. The UE should store the previously received model segments once an RLF occurs. Besides, to continue the RLF disturbed model delivery, the model delivery progress and how the model is segmented for air-interface delivery should also be reported to the cell to which UE re-establishes.
Observation 8: For solution 1a/1b, once RLF occurs during model delivery, the UE the UE needs to store the previously received model segments in order to keep continuity. Besides, the cell to which UE re-establishes, need to be informed about the model delivery progress and how the model is segmented.

For solution 2a/3a/2b/3b, in difference to solution 1a/1b, the CN is aware of the model segment information. Once RLF occurs during model delivery, the UE only needs to report the progress to the CN and then the model delivery can be continued by the CN.
Observation 9: For solution 2a/2b/3a/3b, once RLF occurs during model delivery, the UE should store the previously received model segments. Besides, the UE should report the model delivery progress to CN.

For solution 4, we think the server should be aware of the RLF once it occurred. How to continue model delivery after re-establishment is based on implementation and out of 3GPP scope.
Observation 10: For solution 4, at least the server should be aware of the RLF once it occurred.

Proposal 5: It is proposed RAN2 to capture observation 8, 9 and 10 as pros/cons for solutions.
Conclusion
For this paper, we mainly analyse the AI/ML Model transfer/delivery, on the aspects of performance, mobility and RLF occasions. The conclusions are:
Performance related analysis
Observation 1: Both CP and UP solutions can meet different requirements for model transfer/delivery, and there is a trade-off between the transmission latency and impacts to other data.
Observation 2: For a large-size model, solution 2a and 3a face similar problems as solution 1a, e.g. segmentation of the message carrying the model information.
Proposal 1: It is proposed RAN2 to capture observation 1 and 2 as pros/cons for solutions.
Proposal 2: Solution 1b should not be considered as a candidate solution if the principle is to introduce gNB-terminated DRB.
Proposal 3: For the description of solution 4, it is proposed to remove OAM because OAM are standard 3GPP network eneitites.

Mobility related analysis
Observation 4: In solution 1a, during HO, if the source node does not inform the target node of the model delivery progress in the source cell, it will lead to the consenquence that NW starts the model transfer in the target cell from the beginning.
Observation 5: In solution 1b, during HO, additional interaction between nodes are needed and the model delivery latency may not be guaranteed.
Observation 6: In solution 2a/3a/2b/3b, during HO, the 5GC continues the model delivery procedure at the target node based on the delivery progress.
Observation 7: In solution 4, it needs some interactions between 3GPP network and server in order to keep continuity.
Proposal 4: It is proposed RAN2 to capture observation 4, 5, 6 and 7 as pros/cons for solutions.

RLF related analysis
Observation 8: For solution 1a/1b, once RLF occurs during model delivery, the UE the UE needs to store the previously received model segments in order to keep continuity. Besides, the cell to which UE re-establishes, need to be informed about the model delivery progress and how the model is segmented.
Observation 9: For solution 2a/2b/3a/3b, once RLF occurs during model delivery, the UE should store the previously received model segments. Besides, the UE should report the model delivery progress to CN.
Observation 10: For solution 4, at least the server should be aware of the RLF once it occurred.
Proposal 5: It is proposed RAN2 to capture observation 8, 9 and 10 as pros/cons for solutions.
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