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1   Introduction
According to the agenda for 7.16.2.1, this paper is to discuss more details for model Id and mapping of functionality to entities.
Model ID: 1a. Attempt to agree a list of cases for which a model ID shall/should be used. 1b. Can discuss also model meta-data that can be useful and the detailed cases/contexts of such usefulness. Should take into account R1 progress if any. At current meeting: No need to discuss whether metadata is a sub-part of a structured model ID or whether we have other IDs, algorithm ID, function ID etc. 
Mapping of Functionality to entities. 2: Identification of justifications and issues (tangible) that need the definition of architecture, function mapping, and possibly later 3GPP procedure support (e.g. a: for cases of off-line training, is there any reason to specify where training takes place, e.g. b: for cases of network-only models, what support in 3GPP specifications is expected … etc). 3: Review of RAN1 logical/functional architecture (can also consider other inspiration e.g. from R3 SA2), with logical/functional entities their relation etc. 4: At this meeting, expect that the detailed mapping to physical entities is discussed per functionality (for Data Collection, for Model tranfser/delivery, per LCM purpose etc) as below.

In this paper, the following terminologies are used:
· One-sided model: this is equal to one-sided AIML model
· Two-sided model: this is equal to two-sided AIML model
· UE-sided/gNB-sided/LMF-sided/Network-sided model: this is equal to UE-sided/gNB-sided/LMF-sided/Network-sided AIML model

2   Discussion
2.1 Overview on the LCM procedure
Based on the progress in RAN1 and RAN2 so far, we show a LCM procedure for AI for air interface in figure 1. It is a general figure, and the order of the LCM aspects may be changed.
[bookmark: _GoBack]RAN1#111 agreed on model identification and functionality identification as working assumption (details can be found in section 5), the technical analysis (including figures) for this section can be applied for both model and functionality based mechanisms, and the differences could be further discussed if any.
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Figure 1: LCM procedure for AI for air interface

For data collection, figure 2 shows data collection related functionalities. It can be seen that at least training data, inference data and monitoring data are needed for the model training, model inference and model monitoring respectively.
[image: ]
Figure 2: Data collection related functionalities

Both figure 1 and figure 2 are to be used for further analysis in the following sections, and it is also proposed to agree on them as the baseline for further discussions.

Proposal 1: It is proposed to agree on figure 1 (LCM procedure for AI for air interface) and figure 2 (Data collection related functionalities) as the baseline for further discussions.

2.2 Model ID and meta-data
2.2.1 Applicable cases where Model ID should be used
At the previous RAN2 meetings, the following agreements on model ID were made:
	RAN2#121
	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified.

	RAN2#120
	R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).

	RAN2#119b-e
	R2 assumes that a model is identified by a model ID. Its usage is FFS.



Regarding where to apply model ID, we think at least the following LCM aspects may be involved:
· 1 Capability reporting. This is because the UE may need to indicate specific model IDs so that the network can do suitable configurations. For now, this capability reporting part seems not urgent, so this can be either de-prioritized or left to later discussions.
· 4 Model transfer/delivery. In the previous RAN2 meeting, some solutions were identified and compared. It is our understanding that after network trains a model, the network may also get a model ID, and then network can send both model information and model ID to the UE for synchronization. If the network does not send the model ID to UE during model transfer/delivery, there may be separate procedure for model identification.
· 5 Model registration (or model identification). In the last RAN1 meeting, RAN1 agreed on model/functionality identification terminologies (see relevant RAN1 agreements in section 5 Annex). For model identification, we think either the UE can register the model to the network (via standard procedures), or there can be offline registration procedure. Details are provided in section 2.5. For functionality identification, since RAN1 is still discussing the requirements, more RAN1 progress will be helpful for RAN2 discussions.
· 6 Model monitoring. During monitoring, the model ID may be needed so that the relevant performance can be monitored. For details, we have a separate paper [xx] for the analysis.
· 7 Model control. At RAN2#120, R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). We think it should be allowed to use model ID during model control procedures.

Proposal 2: Model ID can be used in the following LCM aspect:
capability reporting, model transfer/delivery (network may indicate model ID to the UE during the model transfer/delivery), model monitoring, model control

2.2.2 Meta-data
Based on figure 1, for meta-data, we think it can be used in the following LCM aspect:
· 4 Model transfer/delivery. In previous RAN2 meeting, we focused on the procedures, and actually the meta-data is needed during model transfer/delivery. There are two reasons, firstly, the meta-data is to provide necessary information to describe the model information, otherwise, the UE may not use the model information correctly; secondly, it is beneficial for inter-operability handling for UE and network. For the content, our views are shown as below:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model
· Other information are FFS, e.g. Input/output information
· 5 Model registration (or model identification). As we analysed above, for model identification, it may happen that the UE just gets the model information (e.g. via Solution 4). Then, the UE may need to register the model to 3GPP network, so the UE may need to include the meta-data during the model registration. For the content, we have the similar views as for model transfer/delivery.

Proposal 3: Meta-data can be used in the model transfer/delivery.
Proposal 4: Meta-data can include the following information:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model


2.3 Mapping of functionality to entities
2.3.1 Background and progress of AI for NG-RAN (RAN3 led)
So far in RAN3, three use case are adopted for NG-RAN AI, i.e. network energy saving, load balancing and mobility optimization. Among these use cases, two categories are supported for model training and inference deployment. 
· Category A: The model training is located in OAM and model inference is located in gNB or gNB-CU in case of split architecture
· Category B: Both the model training and inference are located in the gNB or gNB-CU in case of split architecture

Therefore, both the training and inference functions are located in the network side, while there is no consideration for UE-sided or UE part models and CN is not involved. The adopted categories for each use case can be independent.
RAN3 has also defined the data collection function, which is used to provide input data to model training and inference functions. The data used as input can be from local node, UE side and neighbour nodes. For category A, the data for model training collected from UEs and gNBs, can be further sent to OAM.

2.3.2 Overview of LCM procedure
Before going into details of mapping, it is helpful to check the general LCM procedure. As shown in figure 1, for capability reporting and model registration (or model identification), they are separate topics and our analysis can be found in section 2.4 and 2.5.
So we mainly address the following LCM aspects for the mapping discussion:
· Model training. Including data collection for training and training
· Model transfer/delivery
· Model monitoring. Including data collection for monitoring and monitoring
· Model control. Including model switching, selection, fallback, and etc
· Model inference. Including data collection for inference and inference

2.3.3 CSI related discussions (two-sided model and UE-sided model)
For CSI use cases, RAN1 agreed:
CSI feedback enhancement
•	CSI use case 1: Spatial-frequency domain CSI compression using two-sided AI model
•	CSI use case 2: CSI prediction using UE-sided model

Based on figure 1, the mapping analysis is shown as below:
· For CSI use case 1, two-sided AI model is agreed in RAN1, and thus model inference is located in UE and gNB respectively.
· For CSI use case 2, UE-sided model is agreed in RAN1, and thus model inference is only located in UE.
· For training:
· For data collection for training, UE and gNB can be mapped, and we are open for OAM. Regarding CN, we are not clear about the motivation and how it works, and additionally we are concerned about user data privacy issues.
· For training function, UE and gNB can be mapped, and we are open for OAM
· For model transfer/delivery, UE and gNB can be mapped (DL model transfer/delivery from server/gNB to UE), and then model transfer/delivery solution 4, solution 1a/1b are possible solutions. We are open for OAM. Regarding CN (DL model transfer/delivery from CN to UE), solution 2a/2b are possible solutions, but it is related to data collection for training.
· For monitoring:
· For data collection for monitoring, UE and gNB can be mapped, and it depends on requirements/solutions which can be further discussed, e.g. UE-based/NW-based/hybrid. We are open for OAM
· For monitoring function, UE and gNB can be mapped, and we are open for OAM
· For model inference:
· For data collection for inference, UE and gNB can be mapped
· For inference function, UE and gNB can be mapped
· For model control, UE and gNB can be mapped, and it depends on solutions which can be further discussed, e.g. UE-decided/NW-decided/hybrid

In conclusion, the proposed mapping is listed in the table below:
Table 1: Mapping of functionality for CSI use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	UE, gNB, [open for OAM], [FFS on CN]

	
	Training
	UE, gNB, [open for OAM], [FFS on CN]

	Model transfer/delivery
	UE, gNB, [open for OAM], [FFS on CN, and it is related to data collection for training]

	Model monitoring
	Data collection for monitoring
	UE, gNB

	
	Monitoring
	UE, gNB

	Model control
	UE, gNB

	Model inference
	Data collection for inference
	UE, gNB (for two-sided model)
UE (for UE-sided model)

	
	Inference
	UE, gNB (for two-sided model)
UE (for UE-sided model)


Note: for gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping. This can be also considered for BM and positioning use cases.
Note: for CN, details may need to be checked by SA2. For OAM, details may need to be checked by SA5.

Proposal 5: Agree on Table 1: Mapping of functionality for CSI use cases as a starting point.
Proposal 6: For all cases that may involve gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping, and RAN2 may further discuss which entity is suitable for a specific functionality.

2.3.4 BM related discussions
For BM use cases, RAN1 agreed:
Beam Management (BM) enhancement
•	BM use case 1: Spatial-domain DL beam prediction, with one-sided AI model (i.e., either in UE or NW)
•	BM use case 2: Temporal DL beam prediction, with one-sided AI model (i.e., either in UE or NW)

In the following, we provide technical analysis for UE-sided models and Network-sided models.

2.3.4.1 UE-sided models
Based on figure 1, we observe that UE-sided models for BM use cases share similar analysis to UE-sided models for CSI use cases (see section 2.2.1)

In conclusion, the proposed mapping is listed in the table below:
Table 2: Mapping of functionality for UE-sided models for BM use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	UE, gNB, [open for OAM], [FFS on CN]

	
	Training
	UE, gNB, [open for OAM], [FFS on CN]

	Model transfer/delivery
	UE, gNB, [open for OAM], [FFS on CN, as it is related to data collection for training]

	Model monitoring
	Data collection for monitoring
	UE, gNB

	
	Monitoring
	UE, gNB

	Model control
	UE, gNB

	Model inference
	Data collection for inference
	UE

	
	Inference
	UE



Proposal 7: Agree on Table 2: Mapping of functionality for UE-sided models for BM use cases as a starting point.


2.3.4.2 Network-sided models
For network-sided models for BM use cases, our understanding is that inference function should be mapped to gNB based on RAN1 progress, and detailed analysis is shown as below:
· For training:
· For data collection for training, gNB can be mapped, and we are open for OAM. Regarding CN, we are not clear about the motivation and how it works, and additionally we are concerned about user data privacy issues.
· For training function, UE and gNB can be mapped, and we are open for OAM. Regarding CN, we are not clear which CN entity does the training and co-ordinations between CN entities
· There is no need to consider model transfer/delivery, and instead model delivery might be needed. gNB can be mapped, and we are open for OAM. Regarding CN (DL model delivery from CN to gNB), solutions can be discussed, but it is related to data collection for training.
· For monitoring:
· For data collection for monitoring, gNB can be mapped, and we are open for OAM
· For monitoring function, gNB can be mapped, and we are open for OAM
· For model inference:
· For data collection for inference, gNB can be mapped
· For inference function, gNB can be mapped
· For model control, gNB can be mapped, and we are open for OAM

In conclusion, the proposed mapping is listed in the table below:
Table 3: Mapping of functionality for network-sided models for BM use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	gNB, [open for OAM], [FFS on CN]

	
	Training
	gNB, [open for OAM], [FFS on CN]

	Model transfer/delivery
	gNB, [open for OAM], [FFS on CN, and it is related to data collection for training]

	Model monitoring
	Data collection for monitoring
	gNB, [open for OAM]

	
	Monitoring
	gNB, [open for OAM]

	Model control
	gNB, [open for OAM]

	Model inference
	Data collection for inference
	gNB

	
	Inference
	gNB



Proposal 8: Agree on Table 3: Mapping of functionality for network-sided models for BM use cases as a starting point.

2.3.5 Positioning related discussions
For positioning use cases, RAN1 agreed:
Positioning accuracy enhancement
•	Direct AI/ML positioning
	Note: this refers to the fact that the AI/ML model is directly producing the UE location as output
•	Assisted AI/ML positioning
	Note: this refers to the fact that the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods (e.g., triangulation).
•	For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
-	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

There can be the following categories:
Table 4: Category for positioning use cases
	Category
	Sub use cases

	UE-sided model
	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning

	LMF-sided model
	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

	gNB-sided model
	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning



2.3.5.1 UE-sided model
Based on our paper [5], the basic flows for case 1 and case 2a are shown as below.
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Figure 3: UE-sided model for Positioning use cases

Based on figure 1, we observe that UE-sided models for Positioning use cases share similar analysis to UE-sided models for CSI use cases (see section 2.2.1). The different is that LMF can be involved.

In conclusion, the proposed mapping is listed in the table below:
Table 5: Mapping of functionality for UE-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	UE, gNB, LMF, [open for OAM]

	
	Training
	UE, gNB, LMF, [open for OAM]

	Model transfer/delivery
	UE, gNB, LMF, [open for OAM]

	Model monitoring
	Data collection for monitoring
	UE, LMF, [gNB]
Note: depends on requirements and solutions.

	
	Monitoring
	UE, LMF, [gNB]
Note: depends on requirements and solutions.

	Model control
	UE, LMF, [gNB]
Note: depends on requirements and solutions.

	Model inference
	Data collection for inference
	UE

	
	Inference
	UE



Proposal 9: Agree on Table 5: Mapping of functionality for UE-sided models for Positioning use cases as a starting point.

2.3.5.2 LMF-sided model
Based on our paper [5], the basic flows for case 2b and 3b are shown as below.
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Figure 4: LMF-sided model for Positioning use cases

Based on figure 1, we observe that LMF-sided models for Positioning use case share similar analysis to Network-sided models for BM use cases.
In conclusion, the proposed mapping is listed in the table below:
Table 6: Mapping of functionality for LMF-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	LMF, [open for OAM]

	
	Training
	LMF, [open for OAM]

	Model transfer/delivery
	LMF, [open for OAM]

	Model monitoring
	Data collection for monitoring
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	
	Monitoring
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	Model control
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	Model inference
	Data collection for inference
	LMF

	
	Inference
	LMF


Note: for some LCM aspects (e.g. model training), LMF is put in the above table, and it may need to be checked with SA2 whether/how to support LCM at LMF.

Proposal 10: Agree on Table 6: Mapping of functionality for LMF-sided models for Positioning use cases as a starting point.

2.3.5.3 gNB-sided model
Based on our paper [5], the basic flows for case 3a is shown as below.
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Figure 5: gNB-sided model for Positioning use cases

Based on figure 1, we observe that gNB-sided models for Positioning use case share similar analysis to Network-sided models for BM use cases.
In conclusion, the proposed mapping is listed in the table below:
Table 7: Mapping of functionality for gNB-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Data collection for training
	gNB, [open for OAM], [FFS on LMF]

	
	Training
	gNB, [open for OAM], [FFS on LMF]

	Model transfer/delivery
	gNB, [open for OAM], [FFS on LMF, and it is related to data collection for training]

	Model monitoring
	Data collection for monitoring
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	
	Monitoring
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	Model control
	[gNB, LMF], [open for OAM]
Note: depends on requirements and solutions.

	Model inference
	Data collection for inference
	gNB

	
	Inference
	gNB



Proposal 11: Agree on Table 7: Mapping of functionality for gNB-sided models for Positioning use cases as a starting point.


According to the description in TS 38.305 for positioning reference unit (PRU), a PRU at a known location can perform positioning measurements (e.g., RSTD, RSRP, UE Rx-Tx Time Difference measurements, etc.) and report these measurements to a location server. Additionally, a PRU can transmit SRS to enable TRPs to measure and report UL positioning measurements (e.g., RTOA, UL-AoA, gNB Rx-Tx Time Difference, etc.) from a PRU with known location.
From a location server perspective, the PRU functionality is realized by a UE with known location. The location server can compare the PRU measurements with the measurements expected at the known PRU location to determine correction terms for other nearby target devices.

Regarding data collection for AI/ML model training for AI/ML based positioning, the PRU is identified as one of the options of entity to generate ground-truth label according to RAN1’s previous agreements. 
For direct AI/ML positioning, the ground-truth label is UE’s location, which could be provided by PRU with known location (e.g., UE-sided model), LMF with known PRU location (e.g., LMF-sided model), or network entity with known PRU location (gNB-sided model), etc. 
For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output, which could be generated directly by PRU or calculated based on measurement/location by PRU. Other training data like measurement corresponding to model input could also be obtained by PRU (at least for Case1/2a/2b).
PRU may be the optional entity for deriving the monitoring metric at least for UE-sided model (Case 1/2a), but it’s still under evaluation by RAN1.

Observation 1: PRU is considered as UE when discussing the signalling flows for solutions.

2.4 UE capability reporting
Currently, there are three AI/ML based use cases, i.e. CSI feedback enhancement, Beam management, Positioning accuracy enhancement. We understand that different use cases may need different UE capabilities, e.g. for CSI feedback compression related AI/ML handling, two-sided AI/ML models would need some specific UE capabilities.
In addition, based on the identified LCM aspects so far, we think that different LCM aspects may need different UE capabilities.
In summary, we think that RAN2 can discuss AI/ML UE capabilities per use case and per LCM aspects.
Proposal 12: UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc

As mentioned in section 2.5, RAN1 had a WA on model identification and functionality identification. For model identification, we think it may impact UE capability reporting, and for functionality identification, the impacts on UE capability reporting is not so clear.
For model identification, RAN2#119bis-e assumed that a model is identified by a model ID. Then regarding how the UE and NW can be synchronized to achieve the goal, our views are as below:
· It may depend on model transfer/delivery solutions, e.g. for option 4 (server transfers/delivers models to UE), the UE may need to tell 3GPP network about some necessary information about the stored models; for option 1a (gNB transfers/delivers models to UE via RRC signalling), the UE may have got some models and be aligned with the NW on models
· If model ID can be included in AI/ML UE capability reporting, what other information is needed
Proposal 13: UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.

Currently, TS 38.306 and TS 38.331 have defined some UE capability reporting mechanisms/frameworks, and here are some examples:
· For a specific feature, there is a set of capabilities, e.g. csi-ReportFramework
· The combination of some capabilities which can be configured simultaneously, e.g. CA-ParametersNR
[bookmark: _Hlk127449331]Related to P12 and P13, we think that the existing UE capability mechanisms/frameworks as defined in TS 38.306 and 38.331 can be used a starting point, and then we can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.
Proposal 14: For UE capability for AI/ML methods, agree to use the UE capability mechanisms/frameworks as defined in 38.331 and 38.306 as a starting point. RAN2 can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.

Besides, in order to deploy an AI/ML model, it is also important to know the basically required resources to run the AI/ML model. The AI/ML resources are significant for the network before performing AI/ML operations. With the AI/ML resource information in mind, the network can know the resource state at UE side and can evaluate which AI/ML model can be configured to the UE, or whether one AI/ML model can be activated with the UE.
RAN1#110 made the following agreement on the common KPIs:
	RAN1 #110 Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


In our opinion, the above KPIs can be used as inputs for the RAN2 study. In addition, other KPIs can be also considered, e.g. power consumption.
Proposal 15: RAN1 agreed common KPIs can be considered as inputs for the RAN2 study.

2.5 Model registration/identification
At RAN1#111, it was agreed:
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



As analyzed in section 2.3, we observe that the AIML models can be generally categorized into two categories:
· UE-sided/UE part models
· Network-sided models

In the following sections, we provide some technical analysis following the above two categories.

2.5.1 UE-sided/UE part models
With the above RAN1 requirement, it is possible that the UE stores the UE-sided model or UE part model for two-sided model, which is not validated or known by the network. If the UE wants to use the stored model, it can initiate the mode registration procedure. With the model registration, the model stored at UE side can be considered valid by the network. Correspondingly, the network can apply the LCM operations on the registered model, e.g., configuration, activation or deactivation. From this point of view, model registration may play an important role in the supporting of new models and improving the network performance.
Proposal 15: For UE-sided model or UE part model for two-sided model, model registration is supported for models stored at UE side.

For model registration, there may be two cases depending on whether there is the model ID for the stored model at UE side.
Case 1: the UE stores the UE-sided model or UE part model for two-sided model with model ID
When the model is trained, the training entity performs the model registration to request a model ID. When delivering the model to the UE, the related model ID is also sent to the UE at the first time of model delivery/transfer. If the model is trained, the model registration is initiated by the model training entity to request a model ID.
For offline model registration, we think some of procedures can be left to implementation, while some may impact 3GPP. For example, after CN and server co-ordinate on the model ID, CN may need to send the model ID to gNB for later model control behaviours.
In addition, it is desirable for the network to get or store the model ID and model related information including model meta information and/or other assistant information to operate the model.
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Figure 6: Offline model registration

Case 2: the UE stores the UE-sided model or UE part model for two-sided model without model ID

In this case, the UE stores the model without model ID after model transfer/delivery. And then, the UE may need to perform the model registration to request the model ID from the network.
During model registration, the UE should provide to the network the model related information to describe the model, e.g., model itself, meta information or other assistance information. The model related information can be used for the network to get know the model function, model operation instruction information and other potential information. If the network considers the received model is validated, the network can allocate a model ID to the UE. This procedure can be taken as online model registration.
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Figure 7: Online model registration

Based on the above discussion, RAN2 can discuss the potential model registration options: offline and online model registration.
Proposal 16: It is proposed RAN2 to discuss the following solutions for model registration:
· Offline model registration:
· Model is registered between the model training entity and the 3GPP network
· The model is sent from the model training entity to UE with model ID at the first time
· Online model registration:
· Model is delivered from the model training entity to UE without model ID at least for the first time
· The UE performs model registration and provides the model related information to the 3GPP network for model ID acquisition

For online model registration, we think CN or OAM can be considered for the end of the registration procedure. With the online model registration to CN or OAM, CN/OAM can allocate model ID(s) and send them back to the UE. Details can be further discussed.
[image: ]
Figure 8: Online model registration concept

Based on the previous discussion, we have the following proposal:
Proposal 17: For online model registration, UE can co-ordinate with CN or OAM.

2.5.2 Network-sided models
For network-sided models (e.g. gNB-sided/LMF-sided models), once the model training entity has performed the model training, whether it also needs model registration or not can be discussed.
On one hand, as we analyzed in section 2.3, for network-sided models, some LCM aspects are not needed or there are few impacts to Uu interface, e.g. model monitoring, model control, and then model ID may not be needed. On the other hand, there may be some requirements from operators, e.g. testing purposes, and thus each network-sided model may be assigned with a model ID.
Proposal 18: For network-sided models, it is proposed RAN2 to discuss whether it requires model registration procedure or not.

For UE-sided/UE part models, we provide analysis on offline/online model registration. For network-sided models, the model training entity can be gNB, LMF, CN, OAM and others, while the other end of model registration can be CN or OAM (as per proposal 17). If needed, it may need some procedures between network entities, which can be further discussed in RAN2.


2.6 Functionality identification
In the RAN1#112 meeting, the following agreements were achieved for model control regarding functionality-based LCM and model-ID-based LCM:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 




At RAN1#110bis-e meeting, the concept of functionality is firstly brought up which is regarded as one basis for LCM procedure, and the exact terminology was left to the later meeting to discuss/define. At that stage, it’s captured that there may be multiple models for the same functionality and model selection may be conducted between these models within the same functionality. At RAN1#111 meeting, the working assumptions were created for the terminologies regarding model ID and functionality ID, which are described as a process/method of identifying an AI/ML model/functionality for the common understanding between NW and UE. And it’s captured that information regarding the AI/ML model/functionality may be shared during model/functionality identification. But the granularity of functionality was left FFS. Recently at RAN1#112 meeting, it’s agreed that UE can indicate supported functionalities for a given sub-use-case. Therefore, taking sub-use-case as granularity for functionality discussion could be a viable starting point, e.g., CSI compression, CSI prediction, spatial domain beam prediction, etc. And for functionality identification, the model control could be managed on the functionality configuration as the legacy 3GPP framework of Features, where one or more than one Functionalities may be defined within an AI/ML-enabled feature. What’s more, how many UE part/UE-side models for per functionality exist at per UE may be transparent to gNB, while Network part/Network-side model is up to Network implementation and is transparent to UE. 
Observation 2: For functionality identification:
· Sub-use-case-level granularity may be a viable starting point for the discussion of the granularity of functionality;
· Legacy 3GPP framework of Features could be a starting point for RAN2 to discuss (discussion of UE part/UE-side model could be prioritized).

3   Conclusion
In this paper, we follow the RAN2#121bis-e agenda, and provide technical analysis on model ID and mapping of functionality to entities. In addition, we also provide some analysis on UE capability reporting, model registration/identification, and functionality identification.
Our observations and proposals are listed as below:

Overview on the LCM procedure
Proposal 1: It is proposed to agree on figure 1 (LCM procedure for AI for air interface) and figure 2 (Data collection related functionalities) as the baseline for further discussions.

Model ID and meta-data
Proposal 2: Model ID can be used in the following LCM aspect:
capability reporting, model transfer/delivery (network may indicate model ID to the UE during the model transfer/delivery), model monitoring, model control
Proposal 3: Meta-data can be used in the model transfer/delivery.
Proposal 4: Meta-data can include the following information:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model

Mapping of functionality to entities
Proposal 5: Agree on Table 1: Mapping of functionality for CSI use cases as a starting point.
Proposal 6: For all cases that may involve gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping, and RAN2 may further discuss which entity is suitable for a specific functionality.
Proposal 7: Agree on Table 2: Mapping of functionality for UE-sided models for BM use cases as a starting point.
Proposal 8: Agree on Table 3: Mapping of functionality for network-sided models for BM use cases as a starting point.
Proposal 9: Agree on Table 5: Mapping of functionality for UE-sided models for Positioning use cases as a starting point.
Proposal 10: Agree on Table 6: Mapping of functionality for LMF-sided models for Positioning use cases as a starting point.
Proposal 11: Agree on Table 7: Mapping of functionality for gNB-sided models for Positioning use cases as a starting point.
Observation 1: PRU is considered as UE when discussing the signalling flows for solutions.

UE capability reporting
Proposal 12: UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc

Proposal 13: UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.
Proposal 14: For UE capability for AI/ML methods, agree to use the UE capability mechanisms/frameworks as defined in 38.331 and 38.306 as a starting point. RAN2 can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.
Proposal 15: RAN1 agreed common KPIs can be considered as inputs for the RAN2 study.

Model registration/identification
Proposal 15: For UE-sided model or UE part model for two-sided model, model registration is supported for models stored at UE side.
Proposal 16: It is proposed RAN2 to discuss the following solutions for model registration:
· Offline model registration:
· Model is registered between the model training entity and the 3GPP network
· The model is sent from the model training entity to UE with model ID at the first time
· Online model registration:
· Model is delivered from the model training entity to UE without model ID at least for the first time
· The UE performs model registration and provides the model related information to the 3GPP network for model ID acquisition

Proposal 17: For online model registration, UE can co-ordinate with CN or OAM.
Proposal 18: For network-sided models, it is proposed RAN2 to discuss whether it requires model registration procedure or not.

Functionality identification
Observation 2: For functionality identification:
· Sub-use-case-level granularity may be a viable starting point for the discussion of the granularity of functionality;
· Legacy 3GPP framework of Features could be a starting point for RAN2 to discuss (discussion of UE part/UE-side model could be prioritized).

4   Reference
[1]  R2_121 Chair Notes 2023-03-01 1900
[2]  R2-2302286 	Summary of [AT121][025]: Progress table of analyzing data collection framework (Apple)	Apple
[3]  R2-2301576	Report of [Post120][053][AIML18] model transfer delivery (Huawei)	Huawei	report
[4]  R2-2302268	Report of Offline 027 model transfer delivery (Huawei)	Huawei
DISCUSSION
[5]  R2-2301578	Discussion on use case specific aspects	Huawei, HiSilicon	discussion
5   Annex
In the last RAN1#111 meeting, the following assumptions have been created for the model and functionality identifier.
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
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