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1 Introduction
RAN2 agreements in RAN2#121 for model transfer/delivery are given as below:

	1. We Use the wording “model transfer/delivery”

2. model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.

3. Agreed: 

Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:

Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

4. The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration).


In this paper, we will analyse the methods for model transfer/delivery and its impact.
2 Discussion
2.1 RAN1 progress on model transfer/delivery
RAN1#112 meeting had agreed to consider at least the following model transfer/delivery cases for UE-side models and UE-part of two-sided models.
	Case

	Model delivery/transfer

	Model storage location

	Training location


	y

	model delivery (if needed) over-the-top

	Outside 3gpp Network

	UE-side / NW-side / neutral site

	z1

	model transfer in proprietary format

	3GPP Network

	UE-side / neutral site


	z2

	model transfer in proprietary format

	3GPP Network

	NW-side


	z3

	model transfer in open format

	3GPP Network

	UE-side / neutral site


	z4

	model transfer in open format of a known model structure at UE

	3GPP Network

	NW-side


	z5

	model transfer in open format of an unknown model structure at UE

	3GPP Network

	NW-side



	Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

Note: The Case definition is NOT intended to introduce sub-levels of Level z.

Note: Other cases may be included further upon interest from companies.

FFS: Z4 and Z5 boundary


In RAN1 consideration, AIML model needs to be compiled firstly and then it can work normally in model inference. The purpose is to solve compatibility issues caused by different AIML platform. For example, if UE only supports the AIML model written by Caffe, when receives the AIML model written by Pytorch, UE cannot use it directly. In this case, UE needs to compile the AIML model into an executable file. 

Therefore, an implicit assumption in RAN1 for model compiling is the entity who perform model inference should also be responsible for model compiling.
For case y, actually it is the solution 4 what RAN2 discussed previously. RAN1 thinks the AIML model of case y should be stored outside 3gpp network. 
For case z1 and z2, AIML model is in proprietary format and is stored in 3GPP network. In case z1, AIML model is trained in UE side or neutral site. In case z2, AIML model is trained in NW-side.
For case z3, z4 and z5, AIML model is in open format and is stored in 3GPP network. In case z3, AIML model is trained in UE side or neutral site. In case z4/z5, AIML model is trained in NW-side but with different model structure, i.e., case z4 is with known model structure and case z5 is with unknown model structure.
Proposal 1: RAN2 can consider above RAN1 progress on model transfer/delivery. 
2.2 Prioritization of the solutions and its impact
RAN2 agreed to study model transfer/delivery solutions of solution 1a/2a/3a/1b/2b/3b/4. And the table that describes the pros and cons of those solutions was also endorsed in RAN2 last meeting. Here we try to do further down-selection and give some analysis on the impact of those solutions.

From our view, the CP-based solution including the solution 1a/2a/3a can be considered for small AIML model. It is because that the whole model transfer/delivery procedure can work without large spec impact basically. The mobility issue and interaction between RAN and CN for model LCM may exist but can be further studied. The reason why large AIML model is not recommended to be transferred using those solutions is because of the limitation of maximum payload size of RRC signalling (9kbyte). The signalling overhead cannot be affordable.
As for UP-based solution, the solution 2b/4 can be considered. The advantage of UP-based solutions is that it can transfer large AIML model compared with CP-based solutions. For the solution 2b, it can be easily supported currently. For the solution 4, it is the way outside 3GPP however it can also work if offline negotiation between vendors is acceptable. For the solution 1b, the impact may larger than other UP-based solution. We suggest to deprioritize it.
Proposal 2: RAN2 prioritizes the solution 1a/2a/2b/3a/4.
If the solution 1a is used, in order to reduce the impact on existing RRC signalling, the model should be transferred/delivered using a new RRC message. And a new SRB should also be defined to avoid competing with other SRB. In this way, the urgent control signalling will not be infected. The priority of the new defined SRB can be further discussed.
Proposal 3: If the solution 1a is used, new SRB should be defined and its priority can be discussed.
Considering the maximum payload size of RRC signalling, in order to transfer/deliver the model larger than 9kbyte, the RRC segmentation should be applied. And if model size is pretty large, RAN2 should consider to use UP-based solutions to avoid signalling overhead.
Proposal 4: If the solution 1a is used, RRC segmentation can be considered.
Another issue of the solution 1a is mobility issue. If HO happens during model transfer/delivery, the model may need to be retransmitted totally in the target gNB. However, the target gNB may not have the UE needed model if the model is stored only in some specific cells. To avoid retransmitting the part of model that has been received by UE in source cell and to make the model be received completely and work normally, the mobility optimization should be considered, e.g., some enhancement to HO procedure (e.g., data forwarding) to enable the lossless of model transfer/delivery.  
Proposal 5: If the solution 1a is used, the lossless of model transfer/delivery during handover is needed.
From our view, the model LCM should be executed in RAN (i.e., UE or gNB) for those RAN AI use cases in Rel-18. If the solution 2a/3a are used, how to make CN participate in RAN model LCM need to be considered. 
The decision of model LCM may include the change the used model (model switching/selection etc) and model update. Thus, the interaction between RAN and CN should be considered. For example, a model transfer/deliver procedure may be initiated by RAN LCM. And CN may also be responsible for model update based on the RAN triggered request. 
Proposal 6: If the solution 2a/3a are used, the interaction between RAN and CN should be considered for RAN model LCM.
3 Conclusion

In this contribution we discussed and analyzed the impact of the solutions for model transfer/delivery, and made the following proposals:
Proposal 1: RAN2 can consider above RAN1 progress on model transfer/delivery. 
Proposal 2: RAN2 prioritizes the solution 1a/2a/2b/3a/4.
Proposal 3: If the solution 1a is used, new SRB should be defined and its priority can be discussed.
Proposal 4: If the solution 1a is used, RRC segmentation can be considered.

Proposal 5: If the solution 1a is used, the lossless of model transfer/delivery during handover is needed.

Proposal 6: If the solution 2a/3a are used, the interaction between RAN and CN should be considered for RAN model LCM.
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