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1 Introduction
In last meeting[1], RAN2 discussed the existing mechanism for data collection and endorse the following table[2] as a starting point. 
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic report and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message



Note:
* The payload size doesn't consider signaling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g. entering CONNECTED state, report interval)
****Air interface signaling latency is the latency to transmit one report, e.g. RRC signaling latency or PUCCH signaling latency.  
This contribution will discuss the requirements on data collection for different LCM procedures per sub-use case.
2 Discussion
2.1 General principle
As shown in the above table, RRC state to generate data is listed for existing data collection frameworks. In current studied use cases (i.e. CSI feedback enhancement, beam management and positioning accuracy enhancement), only RRC_CONNECTED UEs are within the target of SI. However, for logged MDT and early measurement, UE only performs the measurement and stores the measurement results in RRC_IDLE/RRC_INACTIVE state. In addition, the UE is not expected to perform frequent measurement since power saving is a key requirement for UE in idle/inactive state. 
Therefore, we prefer to further study the frameworks which support data collection in RRC_CONNECTED and de-prioritize the frameworks performed in RRC_IDLE/RRC_INACTIVE state.
Proposal 1: RAN2 prioritize the frameworks which support data collection in RRC_CONNECTED state.
During the previous discussion, the common understanding is that data collection requirements for model training, inference, monitoring will be different. For example, large size data is required for model training while small size data for model inference, and the latency is a key requirement for model inference/online training but not for offline training.
Observation 1: The requirements on data collection for model training, model inference and model monitoring are different, and should be discussed separately.
For the details on the content of data (e.g ground-truth label, other training data), data size, latency requirements for each use case, RAN1 also discussed separately and we can wait for RAN1 progress. 
Proposal 2: For the details on the content of data, data size, latency requirements per use case, RAN2 can wait for RAN1 progress.
2.2 Data collection for model training
Based on RAN1 working assumption, the requirements on data collecction for offline training and online training are also different, especially on latency. Online training means the model used for inference is (typically continuously) trained in (near) real-time, while offline training means the trained model can be later used or delivered for inference. 
RAN1 Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


Observation 2: The requirements on data collection for online training and offline training are different, and should be discussed separately.
If online training is used, data collection should be terminated at the same entity with model training and model inference. For example, for CSI feedback use case, data collection for online training is terminated at UE for UE-side model, and terminated at gNB for gNB-side model; for beam management use case, data collection for online training is terminated at UE for UE-side model, and terminated at gNB for gNB-side model; for positioning use case, data collection for online training is terminated at UE for UE-side model, terminated at gNB for gNB-side model, and terminated at LMF for LMF-side model.
Proposal 3: For online training, data collection should be terminated at the same entity with model training and model inference.
If offline training is used, model training and mode inference can be either co-located or reside in different entities. For example, for CSI feedback use case, data collection for offline training can be terminated at UE or gNB for UE-side model; for beam management use case, data collection for offline training can be terminated at UE or gNB for UE-side model; for positioning use case, data collection for offline training can be terminated at UE or LMF for UE-side model, data collection can be terminated at gNB or LMF for gNB side model, and data collection can be terminated at LMF for LMF side model.
Proposal 4: For offline training, data collection for model training can be terminated at the same entity or different entities with model inference.
For CSI feedback and beam management use case, we think that CN is not a good entity to collect all necessary data for offline model training because the CSI compression and beam management are purely over air interface which only involves UE and gNB. In addition, it is also hard for CN to understand the physical parameters and determine which AI/ML model is applicable for the specific use case. Thus, data collection for offline training for CSI feedback and beam management use case shall not be terminated at CN.
Proposal 5: For CSI feedback and beam management use case, data collection for offline training shall not be terminated at CN.
In existing data collection frameworks, data is collected from UE and reported to network. If the model is trained at UE side, data collection from network to UE can be further studied and new framework may be needed. RAN1 also discussed this case for beam management and will study the potential spec impacts.
	RAN1#111 Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded


For the sake of simplicity, we assume that NW-side model cannot be trained at UE side, so data collection for model training from network to UE is precluded for NW-side model, while it can be considered for UE-side model since the limited data in UE maybe not enough for model training.
Proposal 6: Data collection for NW-side model training at UE side is precluded.
Proposal 7: Data collection from network to UE for model training at UE side for UE-side model can be further studied.
In CSI feedback enhancement use case, immediate MDT, L3 measurement, L1 measurement (CSI reporting) and UAI can be further discussed for data collection for model training. Although the max payload size for L1 measurement is limited, the multiple reporting can also support large size data. 
In beam management use case, immediate MDT, L3 measurement and UAI can be further studied for data collection for model training. 
In positioning accuracy enhancement use case, immediate MDT, L3 measurement, UAI and LPP can be further discussed for data collection for model training, wherein LPP is preferred if model is trained at LMF side. 
Other data collection framework in connected state is not precluded and can be further evaluated. But the specific framework for each use case should be further discussed and decided after RAN1 has efficient progress.
Table 1: The relation between data collection frameworks and use cases for model training
	Use case
	Potential data collection framework

	CSI feedback enhancement
	1) immediate MDT 
2) L3 measurement 
3) L1 measurement (CSI reporting) 
4) UAI

	Beam management
	1) immediate MDT 
2) L3 measurement 
3) UAI

	Positioning accuracy enhancement
	1) LPP (preferred if model training at LMF)
2) immediate MDT 
3) L3 measurement 
4) UAI


Proposal 8: For model training, the potential data collection frameworks for each use case in Table 1 can be further discussed. Other framework is not precluded.

2.3 Data collection for model inference
For model inference, we understand that the required data size maybe smaller and the latency is lower than model training. 
For CSI compression sub-use case, model inference resides at UE side for UE-part of two-side model, and model inference resides at gNB side for NW-part of two-side model. For UE-part model, data collection is terminated at UE side, and for NW-part, data collection is terminated at gNB side. Considering the latency, we think L1 measurement (CSI reporting) is preferred for data collection of NW-part model for model inference. Of course, other higher layer signaling is also feasible and can be further discussed. 
Regarding beam management use case, for UE-side model, the input for model inference is beam pairs in Set B which is transmitted from gNB to UE, as shown in Figure 1(b) step 1. For model inference with gNB-side model, data collection from UE to network is needed, as shown in Figure 1(a) step 2. Considering the latency, L1 signaling is preferred based on RAN1 agreements. In addition, immediate MDT and L3 measurement can be further studied.
	RAN1#111 Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
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(a) model inference at NW side               (b) model inference at UE side
Figure 1. Basic flow for BM-Case 1
Regarding positioning accuracy enhancement use case, data collection for model inference via LPP is preferred for case 1, 2a and 2b with UE-side model or LMF-side model, and the sample procedure is shown in the Figure 2. Regarding data collection for model inference with gNB-side model, TRP collects the data for model inference based on RAN1 agreements. For case 3b with LMF-side model, data collection for model inference from TRP to LMF via NRPPa is needed, but it is not in the scope of RAN2.
	RAN1#111 Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
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(a) Model inference at LMF                 (b) Model inference at UE
Figure 2. Basic flow for positioning
Based on the above analysis, we propose to further study the following data collection frameworks per use case for model inference. Of course, other framework is not precluded. The specific framework for each use case should be further discussed and decided after RAN1 has efficient progress.
Table 2: the relation between data collection frameworks and use cases for model inference
	Use case
	Potential data collection framework

	CSI feedback enhancement
	1) L1 measurement (CSI reporting) (preferred)
2) immediate MDT 
3) L3 measurement 
4) UAI

	Beam management
	1) L1 reporting (preferred)
2) L3 measurement
3) immediate MDT 
4) UAI

	Positioning accuracy enhancement
	1) LPP (preferred for UE-side model and LMF-side model)
2) immediate MDT 
3) L3 measurement 
4) UAI


Proposal 9: For model inference, the potential data collection frameworks for each use case in Table 2 can be further discussed. Other framework is not precluded.

2.4 Data collection for model monitoring
For model monitoring, we understand the latency is not a key requirement since it usually needs some time to evaluate model/system performance, e.g. calculate different KPIs for each use case. The details of performance metrics per use case are still under RAN1 discussion. We think the potential data collection frameworks can be further studied based on RAN1 progress on performance metrics.
Regarding CSI compression with two-sided model, network monitors the performance of NW-side model, UE monitors the performance of UE-side model and reports to network. For the moment, the existing frameworks in connected state can be further studied.
	RAN1#110bis Agreement
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching  


Regarding beam management with NW-side model, RRC signaling or L1 signaling can be applicable for model monitoring based on RAN1 agreement. Similarly, for network monitoring a UE-side model, the same signaling can also be used. Thus, at least L1 reporting, L3 measurement, immediate MDT and UAI can be further studied. 
	RAN1#111 Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered


Regarding positioning accuracy enhancement, if monitoring is based on model output (e.g. estimated UE location for direct AI/ML positioning, estimated intermediate parameters for AI/ML assisted positioning), at least LMF can perform the monitoring, so LPP is preferred for data collection for model monitoring. If monitoring is based on model input (e.g. measurement corresponding to model inference input), model monitoring and inference reside the same entity, so the similar mechanism to data collection for model inference input can be used.
	Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network


Based on the above analysis, we propose to further study the following data collection frameworks per use case for model monitoring. Of course, other framework is not precluded.
[bookmark: _GoBack]Table 3: the relation between data collection frameworks and use cases for model monitoring
	Use case
	Potential data collection framework

	CSI feedback enhancement
	1) L1 measurement (CSI reporting) 
2) immediate MDT 
3) L3 measurement 
4) UAI

	Beam management
	1) L1 reporting
2) L3 measurement
3) immediate MDT 
4) UAI

	Positioning accuracy enhancement
	1) LPP (preferred for monitoring at LMF)
2) immediate MDT 
3) L3 measurement 
4) UAI


Proposal 10: For model monitoring, the potential data collection frameworks for each use case in Table 3 can be further discussed. Other framework is not precluded.

3	Conclusion
Here are the observations and proposals for data collection for AI/ML for NR air interface.
General principle:
Proposal 1: RAN2 prioritize the frameworks which support data collection in RRC_CONNECTED state.
Observation 1: The requirements on data collection for model training, model inference and model monitoring are different, and should be discussed separately.
Proposal 2: For the details on the content of data, data size, latency requirements per use case, RAN2 can wait for RAN1 progress.
Data collection for model training:
Observation 2: The requirements on data collection for online training and offline training are different, and should be discussed separately.
Proposal 3: For online training, data collection should be terminated at the same entity with model training and model inference.
Proposal 4: For offline training, data collection for model training can be terminated at the same entity or different entities with model inference.
Proposal 5: For CSI feedback and beam management use case, data collection for offline training shall not be terminated at CN.
Proposal 6: Data collection for NW-side model training at UE side is precluded.
Proposal 7: Data collection from network to UE for model training at UE side for UE-side model can be further studied.
Proposal 8: For model training, the potential data collection frameworks for each use case in Table 1 can be further discussed. Other framework is not precluded.
Data collection for model inference:
Proposal 9: For model inference, the potential data collection frameworks for each use case in Table 2 can be further discussed. Other framework is not precluded.
Data collection for model monitoring:
Proposal 10: For model monitoring, the potential data collection frameworks for each use case in Table 3 can be further discussed. Other framework is not precluded.
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