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1 Introduction
[bookmark: _Hlk61519723]In RAN2#119b [1], RAN2#120 [2], and RAN2#121 [3], RAN2 discussed consistent LBT failure. The basic conclusion can be summarized as below: 
· SL consistent LBT failure detection per TX UE is supported. And timer/counter mechanism of NR-U is reused as baseline. But the granularity of the timer/counter needs further discussion.
· The granularity of LBT failure indication is per RB set. Autonomous consistent LBT recovery via resource reselection is agreed as WA. But its detailed procedure needs further discussion.
· Both Mode-1 and Mode-2 UE in RRC_CONNECTED state can report the SL-specific consistent LBT failure to the gNB. And MAC-CE is agreed as baseline of reporting signaling.
In this contribution, we discuss the remaining issues on SL consistent LBT failure from below 4 aspects:
1) Counter/timer handling 
2) Which SL transmissions can result in consistent LBT failure 
3) Mechanism of SL consistent LBT failure recovery
4) Signaling of SL consistent LBT failure information 
2 Discussion 
2.1 Counter/timer handling
In RAN2#119b-e [1], RAN2 agreed to reuse counter/timer mechanism of NR-U:
Agreements on timer/counter mechanism in RAN2#119b:
1:	As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.
2:	As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:
	- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);
	- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);
	- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).
3:	Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)
	- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.
	- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
	- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
However, the above agreement is just a baseline. During RAN2#119b discussion, one issue without consensus is the granularity of timer/counter (e.g. whether it is per BWP or per resource pool). In NR-U, Consistent LBT failure is detected per UL BWP but the timer/counter mechanism is running per serving cell as highlighted in below copy of TS 38.321 [4]. In other word, the LBT_COUNTER continues if gNB indicates BWP switch for one serving cell. The intention behind is that only one BWP can be activated at one time for each serving cell.The following UE variable is used for the consistent LBT failure detection procedure:
-	LBT_COUNTER (per Serving Cell): counter for LBT failure indication which is initially set to 0.
For each activated Serving Cell configured with lbt-FailureRecoveryConfig, the MAC entity shall:
1>	if LBT failure indication has been received from lower layers:
2>	start or restart the lbt-FailureDetectionTimer;
2>	increment LBT_COUNTER by 1;
2>	if LBT_COUNTER >= lbt-FailureInstanceMaxCount:
3>	trigger consistent LBT failure for the active UL BWP in this Serving Cell;
[bookmark: _Hlk26362676]3>	if this Serving Cell is the SpCell:
4>	if consistent LBT failure has been triggered in all UL BWPs configured with PRACH occasions on same carrier in this Serving Cell:
5>	indicate consistent LBT failure to upper layers.
4>	else:
[bookmark: _Hlk34157513]5>	stop any ongoing Random Access procedure in this Serving Cell;
5>	switch the active UL BWP to an UL BWP, on same carrier in this Serving Cell, configured with PRACH occasion and for which consistent LBT failure has not been triggered;
5>	initiate a Random Access Procedure (as specified in clause 5.1.1).
1>	if all triggered consistent LBT failures are cancelled in this Serving Cell; or
1>	if the lbt-FailureDetectionTimer expires; or
1>	if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers:
2>	set LBT_COUNTER to 0.



Observation 1: In NR-U, consistent LBT failure is detected per UL BWP but the timer/counter mechanism is running per serving cell because only one BWP can be activated for one serving cell at one time. In other word, the LBT_COUNTER continues if gNB indicates BWP switch.
For SL consistent LBT failure, RAN2 has agreed the granularity of LBT failure indication is per RB set. Therefore, the granularity of timer/counter can be two alternatives:
· Alt-1: per RB set
· Atl-2: per BWP/carrier, i.e. the counter continues when RB set is changed.   
Between them, we prefer Alt-2 because of below two considerations:
1) It is simple to maintain just one set of counter/timer per BWP/carrier rather than multiple sets
2) In one SL carrier, only one resource / resource pool can be used by the TX UE at one time point, which is similar to NR-U that only one BWP can be activated at one time for each serving cell. 
Thus, we propose to adopt Alt-2: 
Proposal 1: For SL consistent LBT failure detection, the timer/counter mechanism is running per BWP/carrier, i.e. SL_LBT_COUNTER continues when RB set is changed (e.g. due to resource / resource pool reselection). 
[bookmark: _Ref54102585][bookmark: _Ref54102582]2.2 Which SL transmissions can result in consistent LBT failure 
In NR-U, all uplink transmissions can result in consistent LBT failure, as highlighted in below copy of TS 38.321 [4]:
[bookmark: _Toc37296246][bookmark: _Toc46490375][bookmark: _Toc52752070][bookmark: _Toc52796532][bookmark: _Toc90287243]5.21.2	LBT failure detection and recovery procedure
The MAC entity may be configured by RRC with a consistent LBT failure recovery procedure. Consistent LBT failure is detected per UL BWP by counting LBT failure indications, for all UL transmissions, from the lower layers to the MAC entity.
Observation 2: In NR-U, all uplink transmissions can result in consistent LBT failure. 
For SL, the above mechanism is straight forward to be reused for PSSCH/PSCCH/PSFCH. However, S-SSB needs further discussion. We suggest to preclude S-SSB transmission in consistent LBT failure detection due to below considerations: 
1) Even if SL consistent LBT failure can be detected for S-SSB transmission, there is no recovery solution.
2) RAN1 is discussing whether/how to allow S-SSB transmission in multiple RB set(s), which is duplicated with purpose of consistent LBT failure recovery. Agreement (RAN1#112)
RAN1 further study the followings:
· Whether/how to maintain a COT when the COT contains multiple RB sets and includes S-SSB slot(s), e.g., whether to transmit S-SSB repetitions in more than one RB set, etc.



Observation 3: RAN1 is discussing whether/how to allow S-SSB transmission in multiple RB set(s), which is duplicated with purpose of consistent LBT failure recovery
Thus, we propose:
Proposal 2: LBT failure of PSSCH/PSCCH/PSFCH transmission leads to SL LBT failure indication, i.e. S-SSB transmission is excluded from SL LBT failure indication. 
2.3 Mechanism of SL consistent LBT failure recovery
In RAN2#121 [3], autonomous SL consistent LBT failure recovery via resource pool or RB set change was agreed as WA based on majority view:

Agreements on SL consistent LBT failure recovery in RAN2#121:
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
We also share the similar view on this WA, i.e. the UE can switch to another available radio resource for purpose of recovery upon detection of consistent LBT failure. However, please note that resource / resource pool are granularity of resource (re)selection in existing TS 38.321 [4] and TS 38.213 [5]. Thus, although the granularity of LBT failure indication was agreed to be per RB set, it will lead to many spec changes on resource (re)selection procedure if RB set is used as the granularity of resource change. 
Observation 4: Although the granularity of LBT failure indication was agreed to be per RB set, it will lead to many spec changes on resource (re)selection procedure if RB set is used as the granularity of resource change. 
To minimize spec impacts, we prefer to keep the existing granularity of SL resource (re)selection, i.e. support the change of resource / resource pool overlapping with RB set in which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE, upon consistent LBT failure detection.
Proposal 3: To minimize spec impacts, confirm the modified WA with existing granularity of resource (re)selection in TS 38.321 and TS 38.213:
· Support the change of resource / resource pool overlapping with RB set in which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE, upon consistent LBT failure detection.
With regarding to details of resource (re)selection due to consistent LBT failure, we think both resource (re)selection and resource pool (re)selection can be applied to the autonomous recovery. Please note that resource pool reselection may be infeasible when bandwidth of the resource pool is 100MHz which occupies the whole SL BWP. Because SL-U is targeting for large payload transmission and WiFi supports 160/320MHz per channel, resource pool of 100MHz should not be a corner case.
Observation 5: Upon detection of consistent LBT failure, resource pool reselection may be infeasible when bandwidth of the resource pool is 100MHz which occupies the whole SL BWP
Proposal 4: Upon detection of SL consistent LBT failure, either resource (re)selection or resource pool (re)selection may be triggered. 
Then, on whether resource (re)selection or resource pool (re)selection is triggered, we think the simplest solution is that resource pool reselection is triggered only when there are not sufficient resource candidates (i.e. the size of S_A is lower than a threshold). Otherwise, the resource reselection is performed in current resource pool. An example of the procedure is illustrated as below:  
1) Based on the required number of sub-channels and RB sets excluded which are provided by MAC layer, PHY layer provides the S_A candidate set to MAC layer. Then, MAC layer checks whether the size of S_A is lower than a minimum threshold. If yes, MAC layer stops resource selection and go to step 2). Otherwise, resource selection is performed as legacy.
2) MAC layer conducts resource pool reselection. Then, MAC layer will trigger resource selection again with this newly selected resource pool.
Proposal 5: Upon detection of SL consistent LBT failure, resource pool reselection is triggered when there are not sufficient resource candidates not overlapping with excluded RB sets (i.e. the size of S_A is lower than a threshold). Otherwise, the resource reselection is performed in current resource pool.
Finally, we discuss the FFS on whether/how the triggered consistent SL LBT failure is cancelled. As highlighted in copy of existing TS 38.321 [4], the triggered UL consistent LBT failure is cancelled in below 3 cases: 
1) Upon reporting the LBT failure MAC-CE to gNB
2) Upon RACH procedure successfully completed in SpCell
3) Upon reconfiguration of Uu consistent LBT failure by RRC
 The MAC entity shall:
   ...
[bookmark: _Hlk27579438]1>	if a MAC PDU is transmitted and LBT failure indication is not received from lower layers and this PDU includes the LBT failure MAC CE:
2>	cancel all the triggered consistent LBT failure(s) in SCell(s) for which consistent LBT failure was indicated in the transmitted LBT failure MAC CE.
[bookmark: _Hlk34745434]1>	if consistent LBT failure is triggered and not cancelled in the SpCell; and
[bookmark: _Hlk34411978]1>	if the Random Access procedure is considered successfully completed (see clause 5.1) in the SpCell:
2>	cancel all the triggered consistent LBT failure(s) in the SpCell.
1>	if lbt-FailureRecoveryConfig is reconfigured by upper layers for a Serving Cell:
2>	cancel all the triggered consistent LBT failure(s) in this Serving Cell.


Observation 6: In NR-U, the triggered UL consistent LBT failure is cancelled in below 3 cases: 
1) Upon reporting the LBT failure MAC-CE to gNB
2) Upon RACH procedure successfully completed in SpCell
3) Upon reconfiguration of Uu consistent LBT failure by RRC (e.g. timer/counter)
In our understanding, the intention of 1) and 2) is the assumption that gNB may recover the triggered consistent LBT failure after notified. And 3) is general handling of MAC reset upon RRC reconfiguration. Then, for the triggered SL consistent LBT failure, we think it can cancelled at least in below 4 cases:
1) Upon reporting SL failure information to gNB.
· It is similar to cancellation case 1) of NR-U. 
· It is applicable to RRC_CONNECTED UE.
2) Upon reconfiguration of SL consistent LBT failure by RRC (e.g. timer/counter).   
· It is similar to cancellation case 3) of NR-U. 
· It is applicable to RRC_CONNECTED UE.
3) Upon reconfiguration of resource / resource pool by RRC.   
· It is similar to cancellation case 3) of NR-U. 
· The reconfiguration means the autonomous resource change needs reset.
· It is applicable to RRC_CONNECTED UE.
4) Upon successful completion of autonomous resource or resource pool selection (i.e. the UE successfully transmits packet after switching resource / resource pool)  
· It is similar to intention of cancellation case 1) and case 2) of NR-U.
· It is applicable to UE in all RRC states (RRC_IDLE/RRC_INACTIVE/RRC_CONNECTED) or OOC.
We think above cancellation conditions are straight forward, and propose RAN2 to agree them. Meanwhile, whether other cancellation conditions are required can be further discussed.  
Proposal 6: The triggered SL consistent LBT failure are cancelled at least in below 4 cases. FFS other cancellation conditions.
1) Upon reporting SL failure information to gNB
2) Upon reconfiguration of SL consistent LBT failure by RRC (e.g. timer/counter)   
3) Upon reconfiguration of resource / resource pool by RRC   
4) Upon successful completion of autonomous resource or resource pool selection (i.e. the UE successfully transmits packet after switching resource / resource pool)  
2.4 Signalling of SL consistent LBT failure information 
In RAN2#121 [3], MAC-CE based signaling was agreed to report SL consistent LBT failure information as WA:
Agreements on SL consistent LBT failure MAC-CE in RAN2#121:
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
We share the majority view, and propose to confirm the highlighted WA.
Proposal 7: Confirm the following WA on SL consistent LBT failure MAC-CE:
· UE uses the MAC CE to report consistent LBT failure to the gNB.
· The MAC CE indicates RB set where SL consistent LBT failure was declared.
· UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Meanwhile, we think one missed issue is the priority of SL consistent LBT failure MAC-CE in LCP procedure. According to TS 38.321 [4], priority of UL LBT failure MAC-CE is between MAC CE for Sidelink Configured Grant Confirmation and MAC CE for Timing Advance Report. 
  Logical channels shall be prioritised in accordance with the following order (highest priority listed first):
-	MAC CE for C-RNTI, or data from UL-CCCH;
-	MAC CE for (Enhanced) BFR, or MAC CE for Configured Grant Confirmation, or MAC CE for Multiple Entry Configured Grant Confirmation;
-	MAC CE for Sidelink Configured Grant Confirmation;
-	MAC CE for LBT failure;
-	MAC CE for Timing Advance Report;
-	MAC CE for SL-BSR prioritized according to clause 5.22.1.6;
-	MAC CE for (Extended) BSR, with exception of BSR included for padding;
-	MAC CE for (Enhanced) Single Entry PHR, or MAC CE for (Enhanced) Multiple Entry PHR;
-	MAC CE for Positioning Measurement Gap Activation/Deactivation Request;
-	MAC CE for the number of Desired Guard Symbols;
-	MAC CE for Case-6 Timing Request;
-	MAC CE for (Extended) Pre-emptive BSR;
-	MAC CE for SL-BSR, with exception of SL-BSR prioritized according to clause 5.22.1.6 and SL-BSR included for padding;
-	MAC CE for IAB-MT Recommended Beam Indication, or MAC CE for Desired IAB-MT PSD range, or MAC CE for Desired DL Tx Power Adjustment;
-	data from any Logical Channel, except data from UL-CCCH;
-	MAC CE for Recommended bit rate query;
-	MAC CE for BSR included for padding;
-	MAC CE for SL-BSR included for padding.
NOTE 2:	Prioritization among MAC CEs of same priority is up to UE implementation.
The MAC entity shall prioritize any MAC CE listed in a higher order than 'data from any Logical Channel, except data from UL-CCCH' over transmission of NR sidelink communication.
Observation 7: According to TS 38.321, priority of UL LBT failure MAC-CE is between MAC CE for Sidelink Configured Grant Confirmation and MAC CE for Timing Advance Report
We think SL consistent LBT failure MAC-CE is right after UL consistent LBT failure MAC-CE.
Proposal 8: During LCP procedure, the priority of SL consistent LBT failure MAC-CE is right after UL consistent LBT failure MAC-CE 

3 Conclusion
In this contribution, we discuss SL consistent LBT failure. Our observations are:
Observation 1: In NR-U, consistent LBT failure is detected per UL BWP but the timer/counter mechanism is running per serving cell because only one BWP can be activated for one serving cell at one time. In other word, the LBT_COUNTER continues if gNB indicates BWP switch.
Observation 2: In NR-U, all uplink transmissions can result in consistent LBT failure. 
Observation 3: RAN1 is discussing whether/how to allow S-SSB transmission in multiple RB set(s), which is duplicated with purpose of consistent LBT failure recovery
Observation 4: Although the granularity of LBT failure indication was agreed to be per RB set, it will lead to many spec changes on resource (re)selection procedure if RB set is used as the granularity of resource change. 
Observation 5: Upon detection of consistent LBT failure, that resource pool reselection may be infeasible when bandwidth of the resource pool is 100MHz which occupies the whole SL BWP
Observation 6: In NR-U, the triggered UL consistent LBT failure is cancelled in below 3 cases: 
1) Upon reporting the LBT failure MAC-CE to gNB
2) Upon RACH procedure successfully completed in SpCell
3) Upon reconfiguration of Uu consistent LBT failure by RRC (e.g. timer/counter)
Observation 7: According to TS 38.321, priority of UL LBT failure MAC-CE is between MAC CE for Sidelink Configured Grant Confirmation and MAC CE for Timing Advance Report

Based on observations, our proposals are:
Proposal 1: For SL consistent LBT failure detection, the timer/counter mechanism is running per BWP/carrier, i.e. SL_LBT_COUNTER continues when RB set is changed (e.g. due to resource / resource pool reselection). 
Proposal 2: LBT failure of PSSCH/PSCCH/PSFCH transmission leads to SL LBT failure indication, i.e. S-SSB transmission is excluded from SL LBT failure indication. 
Proposal 3: To minimize spec impacts, confirm the modified WA with existing granularity of resource (re)selection in TS 38.321 and TS 38.213:
· Support the change of resource / resource pool overlapping with RB set in which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE, upon consistent LBT failure detection.
Proposal 4: Upon detection of SL consistent LBT failure, either resource (re)selection or resource pool (re)selection may be triggered. 
Proposal 5: Upon detection of SL consistent LBT failure, resource pool reselection is triggered when there are not sufficient resource candidates not overlapping with excluded RB sets (i.e. the size of S_A is lower than a threshold). Otherwise, the resource reselection is performed in current resource pool.
Proposal 6: The triggered SL consistent LBT failure are cancelled at least in below 4 cases. FFS other cancellation conditions.
1) Upon reporting SL failure information to gNB
2) Upon reconfiguration of SL consistent LBT failure by RRC (e.g. timer/counter)   
3) Upon reconfiguration of resource / resource pool by RRC   
4) Upon successful completion of autonomous resource or resource pool selection (i.e. the UE successfully transmits packet after switching resource / resource pool)  
Proposal 7: Confirm the following WA on SL consistent LBT failure MAC-CE:
· UE uses the MAC CE to report consistent LBT failure to the gNB.
· The MAC CE indicates RB set where SL consistent LBT failure was declared.
· UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Proposal 8: During LCP procedure, the priority of SL consistent LBT failure MAC-CE is right after UL consistent LBT failure MAC-CE 
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