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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121 [2], 7 model transfer solutions were identified:  
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Meanwhile, multiple companies showed interested in study of network entity mapping:
Next Meeting
-	OPPO propose to discuss function mapping. ZTE has some sympathy. 
-	QC think that for function mapping, there will not be a 1-to-1 mapping. 
-	Nokia think we should stick to tangible things. 
-	MTK support to discuss the architecture. Think otherwise we may miss the whole picture. 
-	Apple support that we should discuss this, as it impacts our other discussions on LCM .. 
-	vivo think we should focus on one use case. 

In this contribution, we share our view on feasible AI/ML functionality mapping to network entities. Please note that we discuss the impacts of network entity mapping on model transfer in our companion contribution [3].

2 Discussion 
Please note that TS 37.817 [4] has captured the model training, model inference function mapping as below:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Observation 1: TS 37.817 has captured the following two possible Network function mappings:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 
Although not clearly stated, our understanding is that "model training" in TS 37.817 only means offline training because online training seems not to be practical solution in near term. 
Because the network entity mapping may be different between offline training and LCM, they are separately discussed.
2.1 Network entity mapping for offline training 
For offline training, we think the following options are possible according to identified 7 solutions of model transfer
· Option 1: AI/ML model is offline trained in gNB
· Option 2: AI/ML model is offline trained in OAM
· Option 3: AI/ML model is offline trained in OTT server 
· Option 4: AI/ML model is offline trained in LMF
· Option 5: AI/ML model is offline trained in one NF rather than LMF in CN 
Among them, we think: 
· Option 1 and Option 2 are reasonable for Rel-18 RAN1 AI/ML, and they are aligned with TS 37.817 [3]. 
· Option 3 is also reasonable, and it is aligned with solution 4 of model transfer.
· Option 4 and Option 5 are questioned because currently no NF in CN is specified to support AI/ML modeling training. If they are allowed, it will be conflicted with below Note captured in SID of AI/ML for NR air interface (RP-213599). 
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

Observation 2: Currently no NF in CN is specified to support AI/ML modeling training. If offline training is performed in LMF or other NF in CN, it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Thus, we propose that only Option 1/2/3 are feasible entity mapping for offline training. For the option to perform offline training in CN, proponents should first discuss its feasibility in SA2. 
Proposal 1: For offline AI/ML model training, the feasible Network entity mapping options include:
· Option 1: AI/ML model is offline trained in gNB
· Option 2: AI/ML model is offline trained in OAM
· Option 3: AI/ML model is offline trained in OTT server 
Proposal 2: For the option to perform offline training in LMF or other NF in CN, proponents should first discuss its feasibility in SA2.
2.2 Network entity mapping for LCM 
For LCM (including model inference/activation/deactivation/selection/switch), we think OAM/OTT-server can't work because LCM has latency requirement. Thus, the feasible options include:
· Option 1: AI/ML model LCM is managed / hosted by gNB
· Option 2: AI/ML model LCM is managed / hosted by LMF
Observation 3: For LCM (including model inference/activation/deactivation/selection/switch), the options of OAM/OTT-server can't work because LCM has latency requirement.
Therefore, we propose:
Proposal 3: For LCM (including model inference/activation/deactivation/selection/switch), the feasible Network entity mapping options include:
· Option 1: AI/ML model LCM is managed / hosted by gNB
· Option 2: AI/ML model LCM is managed / hosted by LMF

3 Conclusion
In this contribution, we share our view on feasible AI/ML functionality mapping to network entities. Please note that we discuss the impacts of network entity mapping on model transfer in our companion contribution [3]. Our observations are:
Observation 1: TS 37.817 has captured the following two possible Network function mappings:
1) Both model training and model inference are in gNB-CU
2) Model training is in OAM and model inference is in gNB-CU 
Observation 2: Currently no NF in CN is specified to support AI/ML modeling training. If offline training is performed in LMF or other NF in CN, it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Observation 3: For LCM (including model inference/activation/deactivation/selection/switch), the options of OAM/OTT-server can't work because LCM has latency requirement.

Based on observations, our proposals are:
Proposal 1: For offline AI/ML model training, the feasible Network entity mapping options include:
· Option 1: AI/ML model is offline trained in gNB
· Option 2: AI/ML model is offline trained in OAM
· Option 3: AI/ML model is offline trained in OTT server 
Proposal 2: For the option to perform offline training in LMF or other NF in CN, proponents should first discuss its feasibility in SA2.
Proposal 3: For LCM (including model inference/activation/deactivation/selection/switch), the feasible Network entity mapping options include:
· Option 1: AI/ML model LCM is managed / hosted by gNB
· Option 2: AI/ML model LCM is managed / hosted by LMF
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