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Introduction
In continuation of the 3GPP work on XR in RAN1 and SA4 in Rel-17 followed by a RAN2 study in Rel-18, RAN has approved a RAN2-led work item on XR enhancements for NR in Rel-18 [1]. According to the work item description, enhanced discard operation of PDU Sets is part of the capacity objective. 
	Specify the enhancements related to capacity:
-	Multiple Configured Grant (CG) PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
-	Dynamic indication of unused CG PUSCH occasion(s) based on Uplink Control Information (UCI) by the UE (RAN1, RAN2);
-	Buffer Status Report (BSR) enhancements including at least new Buffer Status Table(s) (RAN2);
-	Delay reporting of buffered data in uplink (RAN2);
-	Discard operation of PDU Sets for DL and UL (RAN2, RAN3);



RAN2#119 agreed to discuss assistance information for scheduling and packet discarding to improve XR capacity, wherein RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before). RAN2#119bis-e, RAN2#120, and RAN2#121 had discussions on PDU Discard and reached further agreements, as shown below. 
The detailed operation of PDU discarding is yet to be discussed. 
	RAN2#119bis-e Agreements
For UE transmitter, the PDCP discard should be performed per PDU set basis. 
For UE transmitter, The PDCP discard is managed per SDU for PDU set, the PDCP entity discards all PDCP SDUs associated with the PDU set.
SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy (i.e. each PDU is only mapped to a single SDU).
HARQ and RLC re-/transmissions for XR traffic are done as in legacy (i.e. they are not based on XR PDU sets).  
RAN2#120 Agreements
RAN2 to support timer-based discarding of UL transmit side of PDCP PDU/SDUs of a PDU set. FFS how this is modelled in PDCP specification, can be discussed in WI phase.
RAN2#121 Agreements
RAN2 thinks PSI can be useful for PDU set-based discard. RAN2 aims to introduce a mechanism to allow UE to handle discarding of packets with different PSI in case of congestion. FFS for other cases.


RAN2#121bis-e will discuss how to achieve PDU-set based discard in PDCP layer for UL and DL and whether that can have impact to RLC layer. This contribution aims to discuss some of our views on how Rel-18 may impact PDU discarding of XR traffic. We start by discussing the impact of packet discarding to the PDCP receiver and propose enhancements to minimize the PDCP reordering delay. Thereafter we cover impacts on RLC. Finally, we touch upon PDU Set Importance (PSI) for PDU discard. 

Discussion
Triggers for PDU Set Discarding
It has been agreed that PDCP operation will support a PDU discard option in Rel-18 XR. This means that PDUs can be discarded on a more regular basis when compared to legacy NR operation. Thus, packet discarding may no longer be considered an abnormal event. 
In general, different operational aspects may be deemed a trigger for PDU Set packet discarding in XR, such as
· PDU Set Integrated Handling as defined in TS 23.501, based on parameter PSIHI
· The delay budget of a PDU Set (PSDB)
· PDU Sets associated with a defined PDU Set Importance and/or Congestion
· Application layer preferences associated with an XR traffic flow characteristic, for example, with regards to “tolerance” of lost packets in a PDU Set and from a user experience point of view
If a discard trigger has been detected for a PDU Set, XR operation may be such that remaining PDUs of a PDU Set can be deemed eligible for packet discarding, in order to help save radio resources and power. 
Observation 1: Triggers for PDU Set Discarding are PSDB, PSIHI, PSI, Congestion, and in some cases even Application Layer Preferences.

PDCP Impacts
Minimizing the PDCP Reordering Delay
In the current PDCP operation the discarding of a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP Data PDUs. This increases the PDCP reordering delay in the receiving PDCP entity. XR on the other hand requires low delay and low processing overhead, and the use of system resources (including memory at the PDCP receiver) should be minimized. 
While packet discarding typically affects the transmitter, enhancements at the receiver side are worth considering as well. In particular, enhancements to reduce the PDCP reordering delay would be desirable. If the receiver is unaware of packet discarding at the transmitter, how long would it wait for a packet that never comes? Until the reordering timer expires. So, if the receiver can be aware of the packet discarding event at the transmitter it can gracefully handle the situation, for example, by excluding those SNs from the reordering process. Moreover, a SN gap can trigger certain actions in the receiver (e.g., the receiver may infer lost packets and/or call some optimization routine). Such behavior is not desired for PDUs intentionally discarded in XR. Therefore, it might be good to inform the receiver. 
According to RAN2 agreements, a portion of packets (complete PDU Sets or certain PDUs of a PDU Set) may be discarded at PDCP level. To assist the reordering function at the PDCP receiver, we think that a Discard Marker (or an indication of SN gap) can inform the receiver of packets discarded at the transmitter, to minimize the PDCP reordering delay at the receiver. The range of discarded SNs could be identified based on a separate discard indication. Alternatively, the SN gap could be identified based on the presence of Start PDU and/or End PDU for the PDU Set in the PDU Set Information of a user plane packet header. 
Based on awareness of such packet discarding, the PDCP receiver can consider the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap). The PDCP receiver, using a Discard Marker or another discard signalling received, accounts for the PDUs discarded by the transmitter as part of receive operation, reordering and in-order delivery. The SN gap pertaining to the discarded PDUs does not trigger out-of-sequence operation. In other words, the received PDUs are considered in-sequence in spite of the SN gap. This can avoid unnecessary processing and reordering delay in the PDCP receiver.
In addition, for SDUs intended to be discarded but submitted by the transmitter to lower layers, the receiver may perform a discard on its end. Alternatively, the receiver may decide to deliver them to upper layers nevertheless (e.g., based on implementation or based on network configuration or operator configuration).
Proposal 1: RAN2 should specify enhancements for reordering delay minimization by making the receiver aware of packet discarding. The following option(s) can be considered:
· A Discard Marker (or another discard signalling) can be used to inform the receiver of any packets that have been discarded at the transmitter. Signalling can be in a data or control PDU. 
· The PDCP receiver considers the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap).

Considerations on Discard Timers
To allow for independent treatment of legacy operation and enhanced operation of groups of packets we think the legacy discard timer does not necessarily have to be reused. For a clean split of PDCP operation modes RAN2 may consider defining a new discard timer for PDU Sets. We also note that PDB and PSDB are not necessarily configured to the same value for a given DRB. Furthermore, starting the legacy timer on a per SDU basis for the packets in a PDU Set would involve a different timer value for every PDU since the packet arrival can be different (due to e.g. jitter), but this is contradictory to PDU Set concept as most (if not all) PDUs in the PDU Set are supposed to have a common expiry deadline in accordance to PSDB.
Secondly, discard operation may not be confined to the UE transmitter alone. The PDCP transmitter at the gNB may discard packets in a similar way as the PDCP transmitter at the UE. Finally, if the receiver is aware of a condition that invalidates a PDU Set, it should be allowed to discontinue the delivery of packets to upper layers. This saves compute power and is thus relevant to power saving. 
Proposal 2: RAN2 should consider introducing new discard timers to accommodate PDU Sets and/or XR traffic characteristics.

RLC Impacts
While RAN2 made initial assumptions on XR packet discarding at PDCP level, implications of packet discarding to the RLC layer have not concluded. If packet discarding occurs more frequently in XR then it seems reasonable to enhance the RLC protocol as well, e.g., to avoid waste of radio resources (which would provide capacity gains and power savings).
A scenario of interest are “in-flight” packets. Following SDU discard in PDCP, the RLC transmitter may continue to transmit or retransmit some of the discarded PDUs even if already declared as discarded. For example, this may be the case when packet discarding happens after a PDU has been enciphered or when to be discarded PDUs are already submitted to lower layers and PDUs are part of a time-critical operation in RLC (with state variables assigned) or MAC (e.g., LCP is running, ongoing generation of a MAC PDU, etc.). In such instances, a discarding of packets may be more complicated and so the transmitter may still send those PDUs. For the sake of a description, we identify such to-be-discarded SDUs as “in-flight” packets.
When upper layers indicate the discarding of an RLC SDU, the transmitting side of an RLC entity shall discard the indicated RLC SDU, if neither the RLC SDU nor a segment thereof has been submitted to the lower layers. The transmitting side of an AM RLC entity shall not introduce an RLC SN gap when discarding an RLC SDU. We prefer that this operation continues to hold true for XR. It would be helpful however, if RLC can be aware of discarded RLC SDUs. In particular, a retransmission of in-flight packets is considered a waste of radio resources. 
Proposal 3: The RLC entity should not consider an RLC SDU or RLC SDU segment known to be discarded as eligible for automatic repetition or retransmission.
In the current NR RLC specification, “the transmitting side of an AM RLC entity shall prioritize transmission of AMD PDUs containing previously transmitted RLC SDUs or RLC SDU segments over transmission of AMD PDUs containing not previously transmitted RLC SDUs or RLC SDU segments”. However, to prioritize discarded RLC SDUs or RLC SDU segments currently in-flight over RLC SDUs with new data causes a waste of radio resources. It is therefore proposed that AMD PDUs containing discarded RLC SDUs or RLC SDU segments currently in-flight are excluded from the above prioritization rule. 
Proposal 4: Transmission of AMD PDUs containing discarded RLC SDUs or RLC SDU segments should not be prioritized.

Switching of PDU Discard Operation for a DRB to handle PSI
Apart from PDU Set discarding based on PSIHI, PDU Set Importance is another factor for RAN to determine if PDU Set discarding should be undertaken. According to TS 23.501 v18.1.0 (CR 3896), the PDU Set Importance is provided on a per-PDU Set basis and it may be used to handle congestion:
	-	PDU Set Importance, which identifies the relative importance of a PDU Set compared to other PDU Sets within a QoS Flow.
The NG-RAN may use the PDU Set Importance within a QoS Flow for PDU Set level packet discarding in presence of congestion.


On the other hand, according to a previous Reply LS from SA4 to SA2 (S4-220505), from application perspective proactive packet discarding should be minimized, as any packet loss can result in degradation of user experience:
	SA4 would like to point out, that due to its heavy-compression and spatial-temporal prediction, any packet losses in video generally result in degradation of the user-perceived quality of experience. Hence, video applications generally (i) benefit, (ii) are more efficient and (iii) can be simplified, if the network minimizes video packet losses.


With this consideration, in some sense we think packet discarding may only be applied as a last resort when, e.g., the congestion becomes unbearable, in order to make sure user experience can be optimized most of the time. 

In particular, we think a DRB can be configured to have two “discarding states”, where a discarding state represents how the UE should handle PDU Sets with different PSI on a DRB. For example:
· In State 1, the UE does not discard any PDU Sets.
· In State 2, the UE discards non-important PDU Sets but continues to transmit all important PDU sets.
As another example, we may also have:
· In State 1, the same discard timer value is used for both important and non-important PDU sets.
· In State 2, different discard timer values are used important and non-important PDU sets.
The detailed operations corresponding to different discarding states can be further discussed, but in our view RAN2 should first agree that a DRB can switch between two different discarding states for handling of PDU Sets with different importance. For instance, the DRB should only enter “State 2” exemplified above when e.g. there is a serious congestion.
Proposal 5: A DRB can switch between two “discarding states”, where a discarding state is associated with how the UE handles packets of different PSI on this DRB. 
The next question is about how “congestion” should be detected by the UE in order to switch the discarding state for an uplink DRB? This issue has also been raised during RAN2 #121. It is worth noting that the LS from RAN3 (R2-2300036) has clearly stated that the gNB is able to estimate congestion in both DL and UL:
	· It is feasible for the NG-RAN to estimate congestion information based on e.g. traffic latency. RAN3 has not identified any UE impact to achieve such estimation. If a many to one mapping between QoS flow and DRB is used, the estimation can be carried out on a per DRB level in downlink and uplink and all QoS flows mapped to the DRB would share the same estimated congestion information. If a one to one mapping between QoS flow and DRB is used, the estimation can be on a per DRB and/or per QoS Flow level in downlink and uplink.


So, it is clear that the gNB is able to track the congestion status per DRB. Furthermore, due to the dynamic nature of XR traffics and user activities, as well as the dynamic variation of radio link quality, the severity level of congestion can fluctuate over time. With all these considerations in mind, we think it makes sense for the gNB to control the "discarding state” of a DRB in a dynamic manner. We must also highlight that; it does not necessarily mean there is a network congestion if such indication is provided by the gNB. Eventually we think this is a gNB implementation issue to decide when such dynamic indication is sent, but we merely think such control mechanism should be made available in Rel-18.
Proposal 6: The gNB should be able to switch the discarding state of an uplink DRB with a dynamic indication.

Conclusions
This contribution provides a view on impacts of packet discarding on PDCP and RLC operation for XR. We have following observations and proposals:
Observation 1: Triggers for PDU Set Discarding are PSDB, PSIHI, PSI, Congestion, and in some cases even Application Layer Preferences.
Proposal 1: RAN2 should specify enhancements for reordering delay minimization by making the receiver aware of packet discarding. The following option(s) can be considered:
· A Discard Marker (or another discard signalling) can be used to inform the receiver of any packets that have been discarded at the transmitter. Signalling can be in a data or control PDU. 
· The PDCP receiver considers the last SN before packet discard and the next SN after packet discard as in-sequence (i.e., without considering the SN gap).
Proposal 2: RAN2 should consider introducing new discard timers to accommodate PDU Sets and/or XR traffic characteristics.
Proposal 3: The RLC entity should not consider an RLC SDU or RLC SDU segment known to be discarded as eligible for automatic repetition or retransmission.
Proposal 4: Transmission of AMD PDUs containing discarded RLC SDUs or RLC SDU segments should not be prioritized.
Proposal 5: A DRB can switch between two “discarding states”, where a discarding state is associated with how the UE handles packets of different PSI on this DRB. 
Proposal 6: The gNB should be able to switch the discarding state of an uplink DRB with a dynamic indication.
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