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Introduction

During previous RAN2#121 meeting,  some agreements on SL consistent LBT failure detection have been reached as below:

Agreement on SL consistent LBT failure detection

1: 
SL-specific consistent LBT failure detection is not performed per cast type/DST/unicast link.

Agreements on SL consistent LBT failure

1: 
Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.

2:
Working assumption:


- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.


- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.


- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.

- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.

3:
Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.

Agreements on SL LBT failure indication granularity:

1: 
SL LBT failure indication granularity is per SL RB set

In this contribution, we will discuss the SL consistent LBT failure detection related issues.
Discussion
Sidelink consistent LBT failure handling
It is agreed that SL LBT failure indication granularity is per SL RB set in RAN1. RAN2 should further discuss the consistent LBT failure detection granularity. According to our understanding, if consistent LBT failure detection granularity is per sidelink resource, then if an SL-specific LBT failure indication is received for any RB set within the resource pool, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one. If the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered for the resource pool. In other words, if consistent LBT failure is triggered for one RB set,  consistent LBT failure would be  triggered for all other RB sets within the same resource pool, too, which means the SL LBT failure indication granularity being RB set is meaningless. Thus, it is seems more reasonable that SL consistent LBT failure detection granularity is per SL RB set.
SL consistent LBT failure detection granularity is per SL RB set.
According to current specification, UE can be configured with multiple resource pools such as resource pool with or without PSFCH resource, so that the UE may be configured with multiple RB sets, which means the UE need to support maintaining multiple consistent LBT failure detection counters and timers for each RB set. However, we don’t see strong reason to configure different LBT recovery parameters such as maximum LBT failure instance count thresholds (e.g. sl-LBT-FailureInstanceMaxCount) and  LBT failure detection timers (e.g. sl-LBT-FailureDetectionTimer) for different RB sets, we think only one set of  LBT recovery parameters  need to be configured for all RB sets.
UE need to support maintaining multiple consistent LBT failure detection counters and timers for each RB set. But only one set of LBT recovery parameters such as sl-LBT-FailureInstanceMaxCount is configured and used for all RB sets. 
According to previous agreements in RAN2#119bis meeting, it is agreed to reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:

- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.


- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)

However, there is no agreement on whether the LBT detection results of SL-SSB and PSFCH have impacts on consistent LBT failure detection or not. According to our understanding, although SSB is configured per SL-BWP, it likely belongs to one RB set, so if LBT failure is detected for the SL-SSB,  the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) for the associated RB set should be incremented by one.

Upon LBT failure is detected for SL-SSB,  the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) for the associated RB set should be incremented by one.
In addition, if a UE is configured with multiple PSFCH(e.g., N PSFCH ) associated to one physical sidelink share channel (PSSCH) , when a LBT failure is detected for any one of N PSFCH,  the SL-specific LBT failure indication counter for this RB SET should be incremented by one. In extreme case, if  LBT failure is detected for all of N PSFCH, the SL-specific LBT failure indication counter for this RB SET should be incremented by N.
Upon LBT failure is detected for PSFCH, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) for the associated RB set should be incremented by one.
During last RAN2#121 meeting, there is a working assumption: 

- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.

- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.

Since most companies agree this WA and  NR-U  also adopts this principle, so it is reasonable to confirm this WA. In addition, it is also agreed that SL LBT failure indication granularity is per SL RB set. So RAN2 can modify and confirm the WA as below: UE uses the MAC CE to report consistent LBT failure to the gNB,and the MAC CE indicates SL RB set where SL consistent LBT failure was declared, and remove the WA of If SL LBT failure granularity is SL BWP and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
Modify and Confirm the working assumption: UE uses the MAC CE to report consistent LBT failure to the gNB, and the MAC CE indicates SL RB set where SL consistent LBT failure was declared.
During NR Uu, when consistent uplink LBT failures are detected on SpCell, the UE switches to another UL BWP with configured RACH resources on that cell, according to which the UE can try to perform consistent uplink LBT failure recovery. Similarly, if SL-specific consistent LBT failure is detected in a SL RB set, the UE should switch to another RB set which consistent SL LBT failure has not been triggered.  Therefore, we think the following WA should be modified and confirmed.
Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
Modify and Confirm the working assumption: support the change of RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection.

In addition, there is a FFS on whether/how the triggered consistent SL LBT failure is cancelled. According to our understanding, the UE should consider the SL RB set from which consistent SL LBT failure has been triggered to be unavailable sidelink resource. If the UE is configured with mode 2 RA, it may switch to other SL RB set to perform sidelink transmission. However, when the channel status becomes not so congested in some unavailable SL RB set, it can be reused again. RAN2 should study how to identify when the unavailable SL RB set can be used again. In our opinion, following options can be considered:

when the measured RSSI or CBR is lower than a threshold in the SL RB set, the triggered consistent SL LBT failure for this RB set is canceled.
 upon consistent SL LBT failure is triggered, (re)started a configure timer for this RB set, when this timer is expired, the triggered consistent SL LBT failure for this RB set is cancelled.
Following options can be considered on how to determine triggered consistent SL LBT failure is canceled: 1) when the measured CBR or RSSI is lower than a threshold in the SL RB set; 2) when the timer which is (re)started is upon consistent SL LBT failure is triggered is expired.

In addition, during last RAN2#120 meeting, there is a work assumption as below:

- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
According to our understanding, when UE has triggered consistent SL LBT failure in all RB sets,, the sidelink communication cannot work. Even if UE releases all current PC5 link, it cannot establish new PC5 link with any destination. If the interested destination id does not change, the UE has to re-establish the same PC5 link again when any of the configured sidelink RB set become available. So we do not see any necessity to declare SL RLF and release the PC5 link when UE has triggered consistent SL LBT failure in all RB sets. Whether keep or release the PC5 link should depend on UE implementation.

When UE has triggered consistent SL LBT failure in all RB sets, even if UE releases all current PC5 link, it cannot establish new PC5 link with any destination. If the interested destination id does not change, the UE has to re-establish the same PC5 link again when any of the configured sidelink RB set become available. 
When UE has triggered consistent SL LBT failure in all RB sets, whether keep or release the PC5 link should depend on UE implementation.

In addition, since we have agreed that UE in RRC_CONNECTED can indicate the SL-specific consistent LBT failure to the gNB, it seems redundantly for the gNB to know the sidelink RLF with the new cause of consistent LBT failure information.

Not introduce new cause value of consistent LBT failure for sidelink RLF.

Impacts on Sidelink RLF due to LBT failure
According to current NR specification, the UE shall consider sidelink radio link failure to be detected for this destination in case of:

	1> upon indication from sidelink RLC entity that the maximum number of retransmissions for a specific destination has been reached; or 
1> upon T400 expiry for a specific destination; or 
1> upon indication from MAC entity that the maximum number of consecutive HARQ DTX for a specific 
destination has been reached;


As we know, T400 is stopped after RRCReconfigurationCompleteSidelink or RRCReconfigurationFailureSidelink is received, LBT failure may cause that the peer UE can not send the RRCReconfigurationCompleteSidelink or RRCReconfigurationFailureSidelink before T400 is expired. Similarly, LBT failure may cause the peer UE can not send HARQ feedback so that the number of consecutive HARQ DTX will be easier to reach the maximum value. In addition, if UE consider sidelink radio link failure to be detected for this destination, it shall release the DRBs, SRBs and PC5-RRC connection of this destination. In our opinion, it is reasonable to release the PC5-RRC connection due to bad radio channel quality, but it is unreasonable to release the PC5-RRC connection due to LBT failure of peer UE since the peer UE may not be far away. However, the UE may not be able to distinguish the case between bad radio channel quality and LBT failure according to current specification. 
LBT failure may cause T400 timer expiration and more numbers of consecutive HARQ DTX.

PC5-RRC connection should not be released due to LBT failure of peer UE since the peer UE may be not far away. 
In order to avoid releasing the PC5-RRC connection due to LBT failure, the UE may consider to increase or suspend the counter value of HARQ-DTX dependent on the result of the LBT. However, as we know, RAN1 is discussing multi-PSFCH occasions solution to avoid LBT failure for PSFCH, so it seems unnecessary to enhance the HARQ-DTX issue for the case of one-shot LBT failure. Nevertheless, if the channel is really congested, multi-PSFCH occasions solution also cannot solve LBT failure issue. In this case, SL-specific consistent LBT failure may be triggered. Thus, RAN2 is suggested to consider the impact on sidelink RLF for the case of SL-specific consistent LBT failure. 

RAN2 is suggested to consider the impacts on sidelink RLF for the case of SL-specific consistent LBT failure.
One direct solution is that the UE can suspend the HARQ-DTX counter or T400 timer for the destination associated to SL RB set in which consistent LBT failure is triggered. As we discussed above, the SL RB set will not be unavailable all the times, in case that they become available resource, the UE shall cancel suspending the HARQ-DTX counter or T400 timer. In addition, according to WA in RAN2#121 meeting, the UE may change of RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection, then, upon changing to SL RB set of which consistent SL LBT failure has not been triggered, the UE can cancel suspending the HARQ-DTX counter or T400 timer.
UE can suspend the HARQ-DTX counter or T400 timer for the destination associated to SL RB set in which consistent LBT failure is triggered, and cancel suspending the HARQ-DTX counter or T400 timer upon changing to SL RB set of which consistent SL LBT failure has not been triggered.
However, considering that TX UE and RX UE are in different locations and may be interfered by different devices, in some cases, even if SL-specific consistent LBT failure is triggered in RX UE, the TX UE may not detect LBT failure, so SL-specific consistent LBT failure detection in RX UE side does not mean SL-specific consistent LBT failure will be detected in TX UE side, and vice versa.
SL-specific consistent LBT failure detection in RX UE side does not mean SL-specific consistent LBT failure will be detected in TX UE side for the same RB set since they are in different locations and may be interfered by different devices.
Therefore, in order to know whether consistent LBT failure is really triggered by the RX UE, one direct way is that the RX UE can indicate the SL-specific consistent LBT failure to the TX UE. According to working assumption in RAN2#121 meeting: UE support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection, which means if there is other available SL RB set, the RX UE may switch to other available SL RB set to perform sidelink transmission in case of consistent LBT failure triggered in current SL RB set. Then the RX UE can send the SL-specific consistent LBT failure indication to the TX UE via the new available SL RB set. 
UE can send the SL-specific consistent LBT failure indication to the peer UE via another available  SL RB set. 

After the TX UE knows that SL-specific consistent LBT failure is detected by the RX UE, it can also suspend the HARQ-DTX counter or T400 timer for the destination. However, RAN2 should further discuss when to cancel suspending the  HARQ-DTX counter or T400 timer. Alternatively, the TX UE can also consider to reset the HARQ-DTX counter or T400 timer upon receiving SL-specific consistent LBT failure indication, by this way, the UE can extend the time of keeping the PC5 link and have more waiting time for link recovery.

Upon receiving SL-specific consistent LBT failure from RX UE, TX UE can suspend the HARQ-DTX counter or T400 timer for the destination.  Alternatively, it can also consider to reset the HARQ-DTX counter or T400 timer by which the UE can extend the time of keeping the PC5 link and have more waiting time for link recovery.
Conclusion
In this contribution, we have following observations and proposals:

When UE has triggered consistent SL LBT failure in all RB sets, even if UE releases all current PC5 link, it cannot establish new PC5 link with any destination. If the interested destination id does not change, the UE has to re-establish the same PC5 link again when any of the configured sidelink RB set become available. 
LBT failure may cause T400 timer expiration and more numbers of consecutive HARQ DTX.

PC5-RRC connection should not be released due to LBT failure of peer UE since the peer UE may be not far away. 
SL-specific consistent LBT failure detection in RX UE side does not mean SL-specific consistent LBT failure will be detected in TX UE side for the same RB set since they are in different locations and may be interfered by different devices.
SL consistent LBT failure detection granularity is per SL RB set.
UE need to support maintaining multiple consistent LBT failure detection counters and timers for each RB set. But only one set of LBT recovery parameters such as sl-LBT-FailureInstanceMaxCount is configured and used for all RB sets. 
Upon LBT failure is detected for SL-SSB,  the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) for the associated RB set should be incremented by one.
Upon LBT failure is detected for PSFCH, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) for the associated RB set should be incremented by one.
Modify and Confirm the working assumption: UE uses the MAC CE to report consistent LBT failure to the gNB, and the MAC CE indicates SL RB set where SL consistent LBT failure was declared.
Modify and Confirm the working assumption: support the change of RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection.

Following options can be considered on how to determine triggered consistent SL LBT failure is canceled: 1) when the measured CBR or RSSI is lower than a threshold in the SL RB set; 2) when the timer which is (re)started is upon consistent SL LBT failure is triggered is expired.

When UE has triggered consistent SL LBT failure in all RB sets, whether keep or release the PC5 link should depend on UE implementation.

Not introduce new cause value of consistent LBT failure for sidelink RLF.

RAN2 is suggested to consider the impacts on sidelink RLF for the case of SL-specific consistent LBT failure.
UE can suspend the HARQ-DTX counter or T400 timer for the destination associated to SL RB set in which consistent LBT failure is triggered, and cancel suspending the HARQ-DTX counter or T400 timer upon changing to SL RB set of which consistent SL LBT failure has not been triggered.
UE can send the SL-specific consistent LBT failure indication to the peer UE via another available  SL RB set. 

Upon receiving SL-specific consistent LBT failure from RX UE, TX UE can suspend the HARQ-DTX counter or T400 timer for the destination.  Alternatively, it can also consider to reset the HARQ-DTX counter or T400 timer by which the UE can extend the time of keeping the PC5 link and have more waiting time for link recovery.
